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1. Introduction

The Password-Authenticated Key Exchange (PAKE)

protocols provide password-only authentication and es-

tablishment of temporal session keys to be used for sub-

sequent cryptographic algorithms. These protocols are

designed to be secure against passive/active attacks as

well as off-line dictionary attacks on human-memorable

passwords, shared by the participating parties. For a

long time, PAKE protocols have received much atten-

tion because password authentication is commonly used

and widely deployed in practice. Since the appearance

of Encrypted Key Exchange (EKE) [6], [7], a number of

PAKE protocols (see [8], [14] and references therein) have

been proposed in the literature. And, some PAKE proto-

cols have been standardized in IEEE 1363.2 [11], ISO/IEC

11770-4 [12], IETF [16] and ITU-T [13].

In general, PAKE protocols can be classified into ’bal-
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anced’ PAKE and ’augmented’ PAKE [11], [12]: in the

former case a client and a server share a common pass-

word; and in the latter case a client remembers his/her

password and a server has password verification data (de-

rived by applying a one-way function to the password).

Since password verification data has the same entropy of

the password, the off-line dictionary attacks are inevitable

if server is compromised in the augmented PAKE proto-

cols. Nonetheless, an augmented PAKE protocol may be

preferable because it provides extra protection for server

compromise. That is, the ultimate goal in improving re-

sistance to server compromise is to make the off-line dic-

tionary attacks the best one an attacker can do. Actu-

ally, there has been a significant amount of works (e.g.,

[9], [10]) on making PAKE protocols secure even in the

case of server compromise.

Though human-memorable passwords (e.g., 4-digit pin-

code or alphanumerical passwords) are commonly used

and very convenient for clients, there exist two major

attacks on passwords: on-line and off-line dictionary at-

tacks. Let us take for example a simple challenge-response
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password authentication protocol [15] where a client and

a server share a password pw. In the protocol, the server

sends a challenge c to the client, who computes a response

r = H(c, pw) and sends back r to the server where H is a

one-way hash function. After receiving r, the server au-

thenticates the client if the received r is equal to its own

computation H(c, pw). The on-line dictionary attacks are

performed by an adversary who impersonates one party

(i.e., the client in the above example) so that the adver-

sary can sieve out possible password candidates one by

one. On the other hand, the off-line dictionary attacks

are performed off-line and in parallel where an adversary

exhaustively enumerates all possible password candidates,

in an attempt to determine the correct one. In the above

example, an adversary can find out the correct password

pw with off-line dictionary attacks by trying all password

candidates pw′ until it satisfies r = H(c, pw′). While on-

line attacks are applicable to all of the password-based

protocols equally, they can be easily prevented by hav-

ing a server take appropriate countermeasures (e.g., lock-

up accounts for 10 minutes after 3 consecutive failures

of passwords). But, we cannot avoid off-line attacks by

such countermeasures mainly because these attacks can

be done off-line and independently of the party.

Recently, Hwang et al., [5] proposed authenticated key

exchange (AKE) protocols from a combination of identity-

based signature (IBS) and a password-based authentica-

tion. Their protocols provide another layer of security

meaning that it is not possible for an attacker who gets a

password to impersonate the server.

1.1 Our Contributions

In this paper, we focus on the simplified PWIBS-AKE

protocol [5] that is based on their modified Galindo-Garcia

IBS scheme. After describing the simplified PWIBS-

AKE (Sim-PWIBS) protocol [5], we show that it is inse-

cure against active attacks where a malicious KGC (Key

Generation Center) can impersonate the server and find

out all clients’ passwords with off-line dictionary attacks.

Then, we propose two secure simplified PWIBS-AKE

(PAKEwIBS1 and PAKEwIBS2) protocols both of which

provide security against server impersonation and off-line

dictionary attacks by a malicious KGC. There is a trade-

off between the PAKEwIBS1 and PAKEwIBS2 protocols in

terms of computation and communication costs.

2. Preliminaries

In this section, we explain some notations, compu-

tational assumptions and an identity-based signature

scheme that is secure against existential forgery on adap-

tively chosen identity and message attacks.

2.1 Notations

Let k ∈ N be the security parameter. If U is a set, then

u
$← U indicates the process of selecting u at random and

uniformly over U . If U is a function (whatever it is), then

u = U indicates the process of assigning the result to u.

Let D be a dictionary size of passwords. Let C and S be

the identities of client and server, respectively, with each

id ∈ {0, 1}∗.
Let λ ∈ N be the security parameter. And, let Gen be

the group generation algorithm that takes as input the

security parameter 1λ and outputs a group description

(G, q, g) where G is a finite cyclic group of prime order q

with g as a generator and its operation is denoted mul-

tiplicatively. In the aftermath, all the subsequent arith-

metic operations are performed in modulo p unless other-

wise stated.

2.2 Computational Assumptions

Here, we explain the discrete logarithm (DL) and com-

putational Diffie-Hellman (CDH) problems.

Definition2.1 (DL Problem) A (t1, ε1)-DLG,q,g at-

tacker is a probabilistic polynomial time (PPT) machine

B, running in time t1, such that its success probability

Succdl
G,q,g(B), given a random element gα to output α, is

greater than ε1. We denote by Succdl
G,q,g(t1) the maximal

success probability over every adversaries, running within

time t1. The DL problem states that Succdl
G,q,g(t1) ≤ ε1

for any t1/ε1 not too large.

Definition2.2 (CDH Problem) A (t2, ε2)-CDHG,q,g

attacker is a probabilistic polynomial time (PPT) machine

B, running in time t2, such that its success probability

Succcdh
G,q,g(B), given random elements gα and gβ to out-

put gαβ , is greater than ε2. We denote by Succcdh
G,q,g(t2)

the maximal success probability over every adversaries,

running within time t2. The CDH problem states that

Succcdh
G,q,g(t2) ≤ ε2 for any t2/ε2 not too large.

2.3 An Identity-Based Signature Scheme

In this subsection, we define the syntax of identity-based

signature and its security notion (i.e., security against ex-

istential forgery on adaptively chosen identity and mes-

sage attacks).

Definition2.3 (Identity-Based Signature) An

identity-based signature (IBS) scheme is a quadru-
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ple of probabilistic polynomial-time algorithms

(SetupIBS,Extract, Sign,Verify) such that:

• The setup algorithm SetupIBS takes as input the security

parameter 1λ and outputs public parameters ppIBS and

a master secret key msk where (mpk, msk) is a pair of

master public/secret keys and mpk is included in ppIBS.

• The key extraction algorithm Extract takes as input the

public parameters ppIBS, the master secret key msk and

an identity id, and outputs a private key skid correspond-

ing to the user with this identity.

• The signing algorithm Sign takes as input the public pa-

rameters ppIBS, a private key skid and a message m, and

outputs a signature σ.

• The deterministic signature verification algorithm Verify

takes as input the public parameters ppIBS, an iden-

tity id, a message m and a signature σ, and outputs

{accept, reject} indicating whether or not σ is a valid sig-

nature of m relative to (ppIBS, id).

It is required that Verify(ppIBS, id,m, σ) = accept for all

λ ∈ N, id ∈ {0, 1}∗ and m ∈ {0, 1}∗.
Definition2.4 (EUF-ID-CMA) An identity-based

signature scheme Σ = (SetupIBS,Extract,Sign,Verify) is se-

cure against existential forgery on adaptively chosen iden-

tity and message attacks (EUF-ID-CMA) if for a proba-

bilistic polynomial time adversary B there exists a negli-

gible function ε(·) in the security parameter λ such that

Pr[IBSeuf-id-cma
Σ (B) = 1] ≤ ε(·) (1)

in the experiment IBSeuf-id-cma
Σ (B) defined as below:

( 1 ) SetupIBS(1λ) outputs (ppIBS,msk).

( 2 ) Adversary B is given ppIBS. During this experiment,

B has access to two oracles: a key extraction oracle

OExtract that takes as input an identity id and returns

skid = Extract(ppIBS,msk, id); and a signing oracle

OSign that takes as input an identity id and a message

m, and returns a signature σ = Sign(ppIBS, skid,m).

( 3 ) B outputs (id?,m?, σ?).

( 4 ) The output of the experiment is defined to be 1 if

Verify(ppIBS, id
?,m?, σ?) = accept, and 0 otherwise.

In order to prevent trivial attacks, some restrictions ap-

ply as follows: id? and (id?,m?) should not be equal to

any query made to the oracles OExtract(·) and OSign(·, ·),
respectively, and the same id cannot be queried to

OExtract(·) twice (see [1] for more details). We denote

by Adveuf-id-cma
Σ (B) = Pr[IBSeuf-id-cma

Σ (B) = 1] the adver-

sary’s advantage in attacking the identity-based signature

scheme Σ.

2.3.1 Galindo-Garcia IBS (GG-IBS)

Here, we describe Galindo-Garcia IBS (GG-IBS)

scheme [4] that is proven to be EUF-ID-CMA secure in

the random oracle model [2] under the DL problem.

• The setup algorithm SetupIBS on input 1λ outputs

public parameters ppIBS and a master secret key msk

where (G, q, g) is generated by calling the group gen-

eration algorithm Gen on input 1λ, and G : {0, 1}∗ →
Z?q and H : {0, 1}∗ → Z?q are descriptions of hash

functions. Let z be a random element from Z?q and

set (mpk,msk) = (gz, z). It outputs (ppIBS,msk) =

((G, q, g, gz, G,H), z).

• The key extraction algorithm Extract, on input the

public parameters ppIBS, the master secret key msk(=

z) and an identity id, chooses r $← Z?q and computes

w ≡ r + z · H(gr, id) mod q. Then, it outputs a pri-

vate key skid = (w, gr). Note that gr is actually public

information even though it is part of the private key.

• The signing algorithm Sign, on input the public pa-

rameters ppIBS, a private key skid = (w, gr) and a

message m, proceeds as follows. It chooses a $← Z?q
and computes b ≡ a + w · G(id, ga,m) mod q. Then,

it outputs a signature σ = (ga, b, gr).

• The deterministic signature verification algorithm

Verify, on input the public parameters ppIBS =

(G, q, g, gz, G,H), an identity id, a message m and

a signature σ = (ga, b, gr), proceeds as follows. It

outputs {accept, reject} indicating whether or not the

equation gb = ga(gr · gz·c)d holds where c = H(gr, id)

and d = G(id, ga,m).

In [5], Hwang et al., presented a modified GG-IBS (we

call it modified GG-IBS) scheme that is used as a building

block for their Sim-PWIBS protocol. A difference from

GG-IBS is that, in the signing algorithm Sign, it com-

putes b ≡ a− w ·G(id, ga,m) mod q and outputs a signa-

ture σ = (d, b, gr) where d = G(id, ga,m). Accordingly,

Verify computes ga = gb(gr · gz·c)d where c = H(gr, id),

and outputs {accept, reject} indicating whether or not

d = G(id, ga,m) holds.

3. Simplified PWIBS-AKE Protocol

In this section, we describe the simplified PWIBS-AKE

(Sim-PWIBS) protocol [5] which consists of Initializa-

tion and Key Establishment phases.

3.1 Initialization

In this phase, it executes the following three processes

Setup, Extract and Registration.
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3.1.1 Setup

The Setup on input 1λ outputs public parameters pp and

a master secret key msk where (G, q, g, h) is generated by

calling the group generation algorithm Gen on input 1λ,

(g, h) are two random generators of G, and G,H,H1 :

{0, 1}∗ → Z?q and H2 : {0, 1}∗ → {0, 1}k are descriptions

of cryptographic hash functions. Also, it chooses a ran-

dom element z $← Z?q and sets (mpk,msk) = (gz, z). It

outputs (pp,msk) = ((G, q, g, h, gz, G,H,H1,H2), z).

3.1.2 Extract

The Extract (run by KGC), on input the public parame-

ters pp, the master secret key msk(= z) and an identity S,

chooses r $← Z?q and computes w ≡ r+ z ·H(gr, S) mod q.

Then, it outputs a private key skS = (w, gr) that is se-

curely transmitted to the corresponding server S.

3.1.3 Registration

First, client C randomly chooses his/her password pw

from a dictionary Dpw and sends (C, h−H1(pw)) to server

S securely. Then, the server stores (C, h−H1(pw)) to a

password file. Note that password pw is kept by client

C secretly, and (skS , (C, h−H1(pw))) are held by server S

secretly.

3.2 Key Establishment

In this phase, client C and server S execute the Sim-

PWIBS protocol in order to share a session key to be used

for protecting subsequent communications. This phase of

Sim-PWIBS has three steps as below.

Step 1. The client C chooses a random element x $← Z?q
and computes W ≡ gx · hH1(pw) using the password

pw. Then, client C sends (C,W ) to server S.

Step 2. The server S chooses a random element y $← Z?q
and computes Y ≡ gy. Also, using its private key

skS = (w, gr), server S chooses a $← Z?q , and com-

putes b ≡ a − w · G(S, ga,m) mod q and a signature

σ = (d, b, gr) on a message m = S||Y where d =

G(S, ga,m). Then, the server sends (S, Y, σ) to the

client. After receiving a message (C,W ) from client

C, server S computes X ′ ≡W ·h−H1(pw) and a Diffie-

Hellman key K ′ ≡ (X ′)y. Finally, the server com-

putes a session key SKS = H2(pid||sid||K ′) where

pid = C||S and sid = C||W ||Y ||σ.

Step 3. After receiving a message (S, Y, σ) from server

S, client C checks whether or not the signature σ is

valid. If the equation d = G(S, ga,m) does not hold,

where ga = gb(gr ·gz·c)d, c = H(gr, S) and m = S||Y ,

the client aborts the protocol. Otherwise, client C

computes a Diffie-Hellman key K ≡ Y x and a session

key SKC = H2(pid||sid||K) where pid = C||S and

sid = C||W ||Y ||σ.

4. An Attack on Sim-PWIBS

In this section, we show that a malicious KGC (Key

Generation Center) can impersonate the server and find

out all clients’ passwords in the Sim-PWIBS protocol [5].

4.1 An Active Attack on Sim-PWIBS

Here, we show an active attack on the Sim-PWIBS pro-

tocol [5] where a malicious KGC can impersonate the

server and find out all clients’ passwords with off-line dic-

tionary attacks.

Let SE(SK,msg) and AE(SK,msg) be any symmetric-

key and authenticated encryption schemes, respectively,

where SK is a key and msg is a message. In the below, the

malicious KGC who has the master secret key msk(= z)

corresponding to the master public key mpk(= gz) im-

personates the server in the key establishment phase of

Sim-PWIBS.

Step 1’. This is the same as in Step 1 of Section 3.2.

Step 2’. The malicious KGC chooses a random element

y
$← Z?q and computes Y ≡ gy. Also, it runs the

Extract (as in Section 3.1.2) for an identity S so as to

generate a private key skS . Using its (newly gener-

ated) private key skS , the malicious KGC computes

a signature σ on a message m = S||Y (with the

same way as in Step 2 of Section 3.2). Then, it

sends (S, Y, σ) to the client. After receiving a message

(C,W ) from client C, the malicious KGC computes

{X ′ ≡ W · h−H1(pw′),K ′ ≡ (X ′)y} for all password

candidates pw′ ∈ Dpw.

Step 3’. This is the same as in Step 3 of Section 3.2.

If client C sends a ciphertext SE(SKC ,msg) or

AE(SKC ,msg) to the malicious KGC, the latter can find

out the client’s password pw by applying all possible ses-

sion keys SK = H2(pid||sid||K ′) to SE(SKC ,msg) or

AE(SKC ,msg) where pid = C||S and sid = C||W ||Y ||σ.

Of course, these off-line dictionary attacks can be used for

all clients who registered to the server S.

5. A Secure Simplified PWIBS-AKE

(PAKEwIBS1) Protocol

In this section, we propose a secure simplified PWIBS-

AKE (for short, PAKEwIBS1) protocol that provides secu-

rity against server impersonation and off-line dictionary

attacks by a malicious KGC (Key Generation Center).

The PAKEwIBS1 protocol consists of Initialization and
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Key Establishment phases.

5.1 Initialization

In this phase, it executes the following three processes

Setup, Extract and Registration.

5.1.1 Setup

The Setup on input 1λ outputs public parameters pp and

a master secret key msk where (G, q, g, h) is generated by

calling the group generation algorithm Gen on input 1λ,

(g, h) are two random generators of G, and G,H,H1 :

{0, 1}∗ → Z?q and H2,H3 : {0, 1}∗ → {0, 1}k are descrip-

tions of cryptographic hash functions. Also, it chooses a

random element z $← Z?q and sets (mpk,msk) = (gz, z). It

outputs (pp,msk) = ((G, q, g, h, gz, G,H,H1,H2,H3), z).

5.1.2 Extract

The Extract (run by KGC), on input the public parame-

ters pp, the master secret key msk(= z) and an identity S,

chooses r $← Z?q and computes w ≡ r+ z ·H(gr, S) mod q.

Then, it outputs a private key skS = (w, gr) that is se-

curely transmitted to the corresponding server S.

5.1.3 Registration

First, client C randomly chooses his/her password pw

from a dictionary Dpw and sends (C, h−H1(pw)) to server

S. Then, the server stores (C, h−H1(pw)) to a password

file. Note that password pw is kept by client C secretly,

and (skS , (C, h−H1(pw))) are held by server S secretly.

This registration process should be done securely between

client C and server S.

5.2 Key Establishment

In this phase, client C and server S execute the

PAKEwIBS1 protocol in order to share a session key to

be used for protecting subsequent communications. This

phase of PAKEwIBS1 has three steps as below.

Step 1. The client C chooses a random element x $← Z?q ,
and computes a Diffie-Hellman public value X ≡ gx

and its masked value W ≡ X ·hH1(pw) using the pass-

word pw. Then, client C sends (C,W ) to server S.

Step 2. The server S chooses a random element y $← Z?q
and computes a Diffie-Hellman public value Y ≡ gy.

After receiving a message (C,W ) from client C, server

S computes X ′ ≡ W · h−H1(pw) and a Diffie-Hellman

key K ′ ≡ (X ′)y. Also, the server computes its au-

thenticator VS = H2(C||S||W ||Y ||X ′||K ′). Using its

private key skS = (w, gr), server S generates a signa-

ture σ on a message m = C||S||W ||Y ||VS according

to the signing algorithm Sign of the (modified) GG-

IBS scheme. Then, the server sends (S, Y, VS , σ) to

the client. Finally, server S computes a session key

SKS = H3(sid||X ′||K ′) where sid = m||σ.

Step 3. After receiving a message (S, Y, VS , σ) from

server S, client C first checks whether or not the

signature σ on a message m = C||S||W ||Y ||VS
for an identity S is valid. If the signature veri-

fication algorithm Verify of the (modified) GG-IBS

scheme outputs Reject, the client aborts the proto-

col. Otherwise, client C computes a Diffie-Hellman

key K ≡ Y x and checks the validity of VS . If

VS 6= H2(C||S||W ||Y ||X||K), the client aborts the

protocol. Otherwise, client C computes a session key

SKC = H3(sid||X||K) where sid = m||σ.

6. Another Secure Simplified PWIBS-

AKE (PAKEwIBS2) Protocol

In this section, we propose another secure simplified

PWIBS-AKE (for short, PAKEwIBS2) protocol that also

provides security against server impersonation and off-line

dictionary attacks by a malicious KGC (Key Generation

Center). The PAKEwIBS2 protocol consists of Initializa-

tion and Key Establishment phases.

6.1 Initialization

In this phase, it executes the following three processes

Setup, Extract and Registration.

6.1.1 Setup

The Setup on input 1λ outputs public parameters

pp and a master secret key msk where (G, q, g, h1, h2)

is generated by calling the group generation algorithm

Gen on input 1λ, (g, h1, h2) are three random gener-

ators of G, and G,H,H1 : {0, 1}∗ → Z?q and H2 :

{0, 1}∗ → {0, 1}k are descriptions of cryptographic hash

functions. Also, it chooses a random element z $← Z?q
and sets (mpk,msk) = (gz, z). It outputs (pp,msk) =

((G, q, g, h1, h2, g
z, G,H,H1,H2), z).

6.1.2 Extract

The Extract (run by KGC), on input the public parame-

ters pp, the master secret key msk(= z) and an identity S,

chooses r $← Z?q and computes w ≡ r+ z ·H(gr, S) mod q.

Then, it outputs a private key skS = (w, gr) that is se-

curely transmitted to the corresponding server S.

6.1.3 Registration

First, client C randomly chooses his/her password pw

from a dictionary Dpw and sends (C, h−H1(pw)
1 , h

H1(pw)
2 ) to

server S. Then, the server stores (C, h−H1(pw)
1 , h

H1(pw)
2 ) to

a password file. Note that password pw is kept by client
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C secretly, and (skS , (C, h
−H1(pw)
1 , h

H1(pw)
2 )) are held by

server S secretly. This registration process should be done

securely between client C and server S.

6.2 Key Establishment

In this phase, client C and server S execute the

PAKEwIBS2 protocol in order to share a session key to

be used for protecting subsequent communications. This

phase of PAKEwIBS2 has three steps as below.

Step 1. The client C chooses a random element x $← Z?q ,
and computes a Diffie-Hellman public value X ≡ gx

and its masked value W ≡ X ·hH1(pw)
1 using the pass-

word pw. Then, client C sends (C,W ) to server S.

Step 2. The server S chooses a random element y $← Z?q ,
and computes a Diffie-Hellman public value Y ≡ gy

and its masked value Z ≡ Y · hH1(pw)
2 . Using its

private key skS = (w, gr), server S generates a sig-

nature σ on a message m = C||S||W ||Z according

to the signing algorithm Sign of the (modified) GG-

IBS scheme. Then, the server sends (S,Z, σ) to the

client. After receiving a message (C,W ) from client

C, server S computes X ′ ≡W ·h−H1(pw) and a Diffie-

Hellman key K ′ ≡ (X ′)y. Finally, the server com-

putes a session key SKS = H2(sid||X ′||Y ||K ′) where

sid = m||σ.

Step 3. After receiving a message (S,Z, σ) from server

S, client C checks whether or not the signature σ

on a message m = C||S||W ||Z for an identity S is

valid. If the signature verification algorithm Verify

of the (modified) GG-IBS scheme outputs Reject, the

client aborts the protocol. Otherwise, client C com-

putes Y ′ ≡ Z · h−H1(pw)
2 and a Diffie-Hellman key

K ≡ (Y ′)x. Finally, the client computes a session

key SKC = H2(sid||X||Y ′||K) where sid = m||σ.
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