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With each technology generation, the effects of on-chip variations are seen
to more profoundly affect digital circuit behavior. These variations may arise
from fluctuations attributed to the manufacturing process (e.g., drifts in chan-
nel length, oxide thickness, threshold voltage, or doping concentration), which
affect the circuit yield, as well as variations in the environmental operating
conditions (e.g., supply voltage or temperature) after the circuit is manufac-
tured, which impact the performance of the design. These effects can cause
unacceptable alterations in circuit performance parameters such as timing and
power, and variation-tolerant design is imperative for next-generation designs.
This paper overviews research in this area, describing methods for the analysis
and optimization of statistical effects.

1. Introduction

Current-day integrated circuits are afflicted with a wide variety of variations
that affect their performance. Under true operating conditions, the parameters
chosen by the circuit designer are perturbed from their nominal values due to
variations of various types. As a consequence, a single SPICE-level transistor
or interconnect model, or its abstraction, is seldom an adequate predictor of the
exact behavior of a circuit. These sources of variation can broadly be categorized
into two classes. Process variations result from perturbations in the fabrication
process, causing shifts from the nominal values of parameters such as the effective
channel length (L.sy), the oxide thickness (t,.), the dopant concentration (N,),
the transistor width (w), the interlayer dielectric (ILD) thickness (¢;.p), and
the interconnect height and width (h;,: and wiy,:, respectively). Environmental
variations arise from changes in the operating environment of the circuit, such as
the temperature or variations in the supply voltage (Vg and ground) levels, or
the aging of the circuit. Both of these classes of variations can result in changes
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in the timing and power characteristics of a circuit.

Process variations can be classified into the following categories: die-to-die
(D2D) variations are the variations from one die to another, while within-die
(WID) variations correspond to variability within a single die. D2D variations
affect all the devices on same chip in the same way, e.g., making the transistor
gate lengths of devices on the same chip all larger or all smaller, while the WID
variations may affect different devices differently on the same chip, e.g., making
some devices have smaller transistor gate lengths and others larger transistor gate
lengths. D2D variations have been a longstanding design issue, and for several
decades, designers have striven to make their circuits robust under the unpre-
dictability of such variations. This has typically been achieved by simulating the
design at not just one design point, but at a small number of “corners.” These
corners are chosen to encapsulate the behavior of the circuit under worst-case
variations, and have served designers well in the past.

In nanometer technologies, WID variations have become significant and can
no longer be ignored. Corner-based methods are adequate in the case where all
variations are D2D, and no WID variations are seen. In such a scenario, all
variations of a specific parameter will cause the circuit delay to move in the same
direction, and in the worst case, to a process corner. However, in the presence
of WID variation, some parts of the circuit may speed up while others may slow
down, and a more nuanced approach, based on statistical analysis, is necessary
to capture these averaging effects.

The sources of these variations may be used to create another taxonomy: Ran-
dom wvariations depict random behavior that can be characterized in terms of a
distribution. This distribution may either be explicit, in terms of a large number
of samples provided from fabrication line measurements, or implicit, in terms of
a known probability density function (such as a Gaussian or a lognormal distri-
bution) that has been fitted to the measurements. Random variations in some
process or environmental parameters (such as those in the temperature, sup-
ply voltage, or Lcf¢) can often show some degree of local spatial correlation,
whereby variations in one transistor in a chip are remarkably similar in nature to
those in spatially neighboring transistors, but may differ significantly from those
that are far away. Other process parameters (such as t,, and N,) do not show
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19 Variability and Statistical Design

much spatial correlation at all, so that for all practical purposes, variations in
neighboring transistors are uncorrelated. Systematic variations show predictable
variational trends across a chip, and are caused by known physical phenomena
during manufacturing. Examples of systematic variations include those due to (i)
spatial WID gate length variability, also known as across-chip linewidth variation
(ACLV), which observes systematic changes in the value of L.s; across a reticle
due to effects such as changes in the stepper-induced illumination and imaging
nonuniformity due to lens aberrations, and (ii) ILD variations due to the effects
of chemical-mechanical polishing (CMP) on metal density patterns: regions that
have uniform metal densities tend to have more uniform ILD thicknesses than
regions that have nonuniformities. A more detailed discussion of systematic vari-
ations, their effects, and their optimization is beyond the scope of this paper. It
is important to note that random variations include those whose origins can be
truly said to be random (e.g., random dopant fluctuations) as well as those that
are not truly random, but that are difficult to model as systematic variations.

In the presence of manufacturing variations, the underlying economic model
dictates the design objective: for microprocessors, where performance variations
are typically dealt with by binning, and slower or faster processors are sold for
lower or higher prices, respectively. The objective here is to maximize profit,
which can be translated into a minimum target yield for each bin. Under the
ASIC model, binning is less prevalent and design constraints can be tight: a de-
sign either meets them or does not. Such a scenario is less forgiving, as compared
to the binning model, of performance shifts due to variations, and statistical de-
sign can be of great utility in increasing the design yield, and ultimately, the
profit.

Process variations are “one-time variations” that affect the circuit at the time
of manufacturing. A circuit that meets manufacturing test specifications is ac-
ceptable at the time of manufacturing, and its ability to meet these specifications
due to process variations will not change over its lifetime. Simply put, parts that
meet specifications are sent to the market, and those that do not can be dis-
carded. As a result, statistical analysis is an excellent candidate for analyzing
these variations, and can be used to drive economic considerations by averaging
the cost of acceptable parts with those of the discarded parts. On the other hand,
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environmental variations are run-time variations that change over the lifetime
of a part. For such shifts, it is more appropriate to use worst-case analyses that
guarantee that the circuit functions correctly under any level of variation.

The remainder of this paper is organized as follows. We begin with a description
of correlated variations on a die in Section 2. Next, we present an overview of
methods for analyzing and optimizing the timing and power characteristics of a
circuit under random process variations, in Section 3, followed by an account of
environmental variations in Section 4.

2. Correlated Variations

The existence of correlations between WID variations complicates the task
of statistical analysis. These correlations are of two types: spatial correlations,
based on the spatial locality of objects, and structural correlations, which depend
on the structure of the circuit.

Correlations affect the results of analysis of timing and power. For example,
spatially uncorrelated variations tend to see large degrees of cancellation of ran-
domness. Spatially correlated variations do not permit this cancellation, since
in a region of the chip, most transistor parameters trend in the same directions,
leaving fewer possibilities for such averaging. Therefore, correlations tend to ex-
aggerate variations, and performance simulations that model correlation tend to
show wider variances than those that ignore them.

Spatial correlations among parameters model the fact that for some process
parameters, devices or wires close to each other are more likely to have similar
characteristics than those placed far away. The classical model for spatial corre-
lation, which predicts the decay with distance, was proposed by Pelgrom %®. For
the purposes of statistical analyses, more approximate models that capture the
spirit of these distance-based variations are adequate. For instance, commonly-
used models ®+'V tessellate the die into n grid regions, as illustrated in Fig. 1.
For a given process parameter, this assumes perfect correlations among for vari-
ations within a grid, high correlations for variations in nearby grids, and low
or zero correlations in far-away grids. In the figure, gates a and b (whose sizes
are shown to be exaggeratedly large) are located in the same grid square, and
it is assumed that their parameter variations are always identical. Gates a and
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Fig.1 A grid-based model for that captures spatial correlations on a die.

¢ lie in neighboring grids, and their parameter variations are not identical but
highly correlated due to their spatial proximity (for example, when gate a has
a larger than nominal gate length, it is highly probable that gate ¢ will have a
larger than nominal gate length, and less probable that it will have a smaller than
nominal gate length). On the other hand, gates a and d are far away from each
other, their parameters may be uncorrelated (e.g., when gate a has a larger than
nominal gate length, the gate length for d may be either larger or smaller than
nominal). Under this model, a parameter variation in a single grid at location
(z,y) can be modeled using a single random variable p(x,y), and the parameter
distributions, including correlations, correspond to an n-variate distribution for
each process variable with correlations.

For each type of parameter, n random variables are needed, each representing
the value of a parameter in one of the n grids. Subsequent studies*®°®) have
investigated the development of techniques for characterizing these correlations,
and a finer-grained model, based on the Karhunen-Loeéve expansion, is used for
statistical circuit analysis in'®.

Structural correlations arise from the structural properties of the circuit, and
can be introduced through an example. Consider the reconvergent fanout struc-
ture shown in Fig. 2. The circuit has two paths, a-b-d and a-c-d. If, for example,
we assume that each gate delay is a Gaussian random variable, then the probabil-
ity density function (PDF) of the delay of each path is easy to compute, since it is
the sum of Gaussians, which admits a closed form. However, the circuit delay is
the maximum of the delays of these two paths, and these are correlated since the
delays of a and d contribute to both paths. It is important to take such structural
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Fig.2 An example to illustrate structural correlations in a circuit.

correlations, which arise due to reconvergences in the circuit, into account while
performing timing and power analysis in the statistical context.

3. Random Process Variations

3.1 Statistical Static Timing Analysis

Statistical static timing analysis (SSTA) and statistical power analysis repre-
sent the generalization of traditional corner-based static timing analysis (STA)
and power estimation techniques, respectively. These methods treat circuit per-
formance metrics, such as delay and power, not as fixed numbers, but as PDF's,
taking the statistical distribution of parametric variations into consideration
while analyzing the circuit. The simplest way to achieve this, in terms of the
complexity of implementation, may be through Monte Carlo analysis. Monte
Carlo analysis generates samples of the variational parameters, either according
to raw data or based on the underlying PDF, and simulates the performance of
the circuit. The histogram of the performance over a sufficiently large number
of sample serves as an approximation to its PDF. While such an analysis can
handle arbitrarily complex variations, its major disadvantage is in its extremely
large run-times. Therefore, more efficient methods are called for, based on SSTA.

SSTA begins with a typical variational model of the delay of a gate in the
form of a representation, D = f(p), where p is the set of underlying process
parameters. For small variations in the p; variables, the delay function can be
expressed in the form of a first-order Taylor series expansion as

DDO+Z|:§£
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where Dy is the nominal value of D, calculated at the nominal values of param-

eters in p, the sensitivity [3—5}

is computed at the nominal values of p;, and
Ap; = p; — E[p;] (where E[.] is the expectation operator) is a zero-mean random
variable representing parameter variations about the nominal values. SSTA uses
these gate delay models and propagates the delay PDF's to the circuit outputs.
SSTA techniques can be classified in several ways:

e Path-based vs. block-based methods: Path-based methods are based on enu-
merating all paths in a circuit, unlike block based methods that perform
a PERT-like topological traversal of the circuit. The latter class is signifi-
cantly more computationally efficient, and is generally seen as the clear win-
ner among the two.

e Continuous vs. discrete methods: This classification is based on whether the
delay PDFs is assumed to be continuous or discrete.

e Gaussian vs. non-Gaussian modeling: This classification corresponds to the
PDF used to represent the underlying variations. Some methods use closed
form models, or assume knowledge of the moments of the variations, while
others use interval-based analyses. Continuous methods often, but not al-
ways, use known PDF types (such as Gaussian PDFs) to model circuit delays.
If the underlying parameters p; € p in (1) are all random variables with a
Gaussian distribution, then D is a linear combination of normally distributed
random variables, and its PDF is Gaussian.

e Linear vs. nonlinear analysis: In the presence of variations, the Taylor series
representation of the delay, about the nominal point, can be a truncated
first order representation, as in (1). If the variations are small, this linear
expansion is adequate; in case of larger variations, higher order nonlinear
terms (typically quadratic) must be introduced.

e Uncorrelated vs. correlated variations: If the delay PDFs are all assumed to
be uncorrelated with each other, the task of SSTA is considerably simpler
than when correlations are taken into account.

The task of static timing analysis involves a topological traversal across a com-

binational circuit, processing each gate to determine its output arrival times after
all information about its input arrival times is known ™. STA operations can be
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distilled into two types: the “sum” and “max” operations. A gate is processed in
STA when the arrival times of all inputs are known, at which time the candidate
delay values at the output are computed using the sum operation, which adds
the delay at each input with the input-to-output pin delay. Once these candidate
delays have been found, the max operation is applied to determine the maximum
arrival time at the output. In SSTA, the operations are identical to STA; the
difference is that the pin-to-pin delays and the arrival times are PDFs instead of
single numbers.

For the uncorrelated case, much of the analysis goes back to the work of Berke-
laar, presented at the 1997 Tau workshop but never formally published until it
was incorporated in a statistical gate sizing algorithm3”. This work assumed
that all gate delays are Gaussian, and presented a few key observations that are
used in many of the SSTA methods that followed it. First, it observed that STA
consists of the sum and max operations described above, and unlike the deter-
ministic case, where the operands for both operations are fixed numbers, the
operands in SSTA are PDFs, and must result in a PDF. Second, it was observed
that the sum operator, operating on two Gaussian PDFs, produces a Gaussian
result that is easy to characterize (the result of sum can be shown to be the
convolution of the two PDFs), and the max operator applied to two Gaussians
produces a non-Gaussian result. However, it is possible to compute the first two
moments of the result of the max operation, and approximate the resulting PDF
as a Gaussian with these moments. Results on benchmark circuits showed the
viability of this method. This work was extended 8 to include intra-gate delay
correlations: for this case, the result of the sum operator continues to remain a
Gaussian, while the result of max was characterized using a classical technique 2.
Subsequent work for the uncorrelated case includes a method based on discrete
PDFs?%, and methods that find tight upper and lower bounds for the accurate
PDF 249,

In the presence of correlated intradie variations, the analysis becomes signifi-
cantly more complicated. Although approaches similar to early methods®® can,
in principle, be extended to correlated variations across gates, the associated
computation requires every correlated variable to be compared with every other
variable, resulting in prohibitive computation.
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Fig.3 An illustration of the idea of PCA: at left, a constant probability contour (provably
an ellipse in 2D, or an ellipsoid in higher dimensions) of two jointly Gaussian random
variables,  and y, is shown. A coordinate rotation can be employed to work with
a new set of coordinates, PC; and PCsq, corresponding to the principal components.
These are the axes of the ellipsoid.

A novel and simple method, based on the application of principal component
analysis (PCA) techniques ®®, was introduced *"-'¥ to convert a set of correlated
random variables into a set of uncorrelated variables in a transformed space, as
illustrated in Fig. 3. The PCA step can be performed as a preprocessing step for
a design, and depends purely on the technology and the gridding scheme used for
modeling spatial correlation. The overall idea is similar to that of Berkelaar’s,
but the use of PCA overcomes the complexity bottleneck associated with using
the correlated variables directly. In reality, some parameters may be spatially
correlated and others (such as T,, and Ng) may be uncorrelated: this method is
easily extended to handle these issues. The complexity of the method is p-n times
the complexity of an STA traversal of a circuit, where n is the number of squares
in the grid and p is the number of correlated parameters, plus the complexity of
finding the principal components, which requires very low runtimes in practice.
A similar-looking method was presented subsequently V.

SSTA methods can be classified on the basis of whether the Taylor series is
truncated to a linear or a nonlinear approximation, and depending on whether
the underlying variational parameters are assumed to be Gaussian or not. Of the
four resulting classes, the linear Gaussian case has been addressed above. Several
efforts have addressed extensions to more general cases. For the nonlinear Gaus-
sian case a moment-based approach can be employed 494", The circuit delay
function is modeled, using a response surface modeling approach, as a quadratic
function of the process parameters. Correlated parameters are first orthogonal-
ized using principal components analysis, and then a diagonalization approach is
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used to transform the quadratic function to remove cross-terms of the type p;p;.
A key property of this diagonalization is that it preserves the orthogonality of
the principal components. This work was subsequently extended '°? to develop
a clever set of manipulations to compute the result of the max operator.

For the linear non-Gaussian case, an approach ™% that transforms Gaussian
parameter PDFs using PCA, and orthogonalizes non-Gaussian parameter PDFs
using a procedure known as independent component analysis (ICA) 3| provides
an efficient solution. All parameter PDFs are represented in terms of their mo-
ments, which are used to obtain the moments of the orthogonalized PDFs in a
preprocessing step. These are then propagated through the circuit to obtain the
delay PDF for the circuit.

The nonlinear non-Gaussian case covers the most general case for performing
statistical timing analysis. Several approaches 15):18):38)39) to this problem have
been presented, but they all rely on computationally expensive techniques that
are not scalable to a large number of correlated variables. Although quadratic
models 494" may be used and orthogonalized to remove cross terms of the type
pip;j, the ICA transform that applies them to orthogonalized non-Gaussians ™5
can only guarantee that the PDFs in the transformed space will be uncorrelated,
but not that they will be independent *!. This limitation hinders the computation
of higher-order moments for non-Gaussians. The quest for an efficient SSTA
technique for this problem remains an open research problem.

A few noteworthy approaches to SSTA do not neatly fit into these categories.

50),51),81) avoid using information about distribu-

Interval-based analysis methods
tions, but propagate uncertainty intervals. These methods reduce the pessimism
in interval propagation by transmitting not merely the interval, but also an affine
functional approximation within the interval. However, they are more applica-
ble to applications such as statistical interconnect analysis rather than SSTA:

while they apply well to many arithmetic operators, they cannot easily handle

*1 Two random variables X and Y are uncorrelated if E[XY] = E[X]E[Y], while they are
independent if E[f(X)g(Y)] = E[f(X)]E[g(Y)] for any functions f and g. For instance,
if X and Y are independent, then E[X'YJ] = E[X!E[Y7]. For Gaussian distributions,
uncorrelatedness is identical to independence. For a general non-Gaussian distribution,
independence implies uncorrelatedness, but not vice versa.
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the max operator. A second class of approaches use statistically based meth-
ods to extend the corner-based paradigm to a statistical design scenario®”, or

41,59 A third set of approaches use

attempt pessimistic worst-case modeling
SSTA diagnostics to promote efficiency in post-silicon testing 4.

3.2 Statistical Power Analysis

The power dissipation of a component is composed of three components: the
dynamic power, the short-circuit power, and the leakage power. Of these, the
first two are not especially sensitive to variations. Leakage power is related to
several process parameters through exponential relationships, and therefore, a
small parameter change can cause a large change in the leakage. Since leakage
forms a large portion of the total power in nanometer-scale technologies, any
variations can significantly impact the total power dissipation of a chip.

The major components of leakage in current CMOS technologies are due to
sub-threshold leakage and gate tunneling leakage. The analysis of total leakage
power of circuit is complicated by the state dependency of subthreshold and gate
tunneling leakage, and the interactions between these two leakage mechanisms 4.
Other work 77D presents an analytical framework that provides a closed form
expression for the total chip leakage current as a function of process parameters
for uncorrelated variations. This is used to estimate yield under power and
performance constraints.

A key observation is that the subthreshold leakage can be written as an ex-
ponential function of L.sr. Under process variations, a linear approximation of
this function may be used, as in SSTA. The first order Taylor series expansion
of Gaussian parameter variations yields a Gaussian, and when these are expo-
nentiated, the resulting distribution is lognormal ®V). Similarly, the gate leakage
can be written as an exponential function of T,,, and also yields a lognormal dis-
tribution for a gate. Under the assumption that all variations are independent,
the sum of the leakage of all gates in a circuit approaches a normal distribution
under the central limit theorem; when this sum is taken over a million or a billion
transistors, the variance is negligible, and the leakage is characterized by a mean
that can be calculated analytically 7.

In the presence of spatial variations, the central limit theorem does not hold
since the variables fail to satisfy the requirement of independence that is necessary
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to apply the theorem. While the sum of lognormals is not a lognormal, it may be
approximated as one using Wilkinson’s method »; the complexity of this method
is linear in the number of terms to be added when the PDFs are uncorrelated,
but quadratic in the presence of correlation. Other work 2’ presents an approach
for efficiently performing the addition using Wilkinson’s method by reducing
the effects of cross-terms. Another approach®) uses the PCA orthogonalization
of the original parameters to ensure that Wilkinson’s method can work with
uncorrelated PDFs. These two methods may be hybridized '*), and the resulting
approach is shown to be better than either one individually.

3.3 Statistical Circuit Optimization

Process variations can significantly degrade the yield of a circuit, and opti-
mization techniques can be used to improve the timing yield. An obvious way to
increase the timing yield of the circuit is to pad the specifications to make the
circuit robust to variations, i.e., to choose a delay specification of the circuit that
is tighter than the required delay. This new specification must be appropriately
selected to avoid large area or power overheads due to excessively conservative
padding.

The idea of statistical optimization is presented in Fig.4, in a space where
two design parameters, p; and ps, may be varied. The upper picture shows the
constant value contours of the objective function, and the feasible region where
all constraints are met. The optimal value for the deterministic optimization
problem is the point at which the lowest value contour intersects the feasible set,
as shown. However, if there is a variation about this point that affects the objec-
tive function (assume, for simplicity here, that the constraints are unaffected by
variations), then after manufacturing, the parameters may shift from the optimal
design point. The figure shows an ellipsoidal variational region (corresponding
to, say, the 99% probability contours of a Gaussian distribution) around an opti-
mal design point: the manufactured solution may lie within this with a very high
probability. It can be seen that a majority of points in this elliptical variational
region lie outside the feasible set, implying a high likelihood that the manufac-
tured circuit will fail the specifications. On the other hand, the robust optimum,
shown in the lower picture, will ensure that the entire variational region will lie
within the feasible set.
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Fig.4 A conceptual picture of robust optimization.

Next, we overview published research on the optimization problem of gate siz-
ing in a statistical scenario. Early work 3", proposes formulation of statistical
objective and timing constraints, and solves the resulting nonlinear optimization

5):19),20).82) " the central idea is to

formulation. In other works on robust gate sizing
capture the delay distributions by performing a statistical static timing analysis
(SSTA), as opposed to the traditional STA, and then use either a general nonlin-
ear programming technique or statistical sensitivity-based heuristic procedures
to size the gates. In other work ®, the mean and variances of the node delays in
the circuit graph are minimized in the selected paths, subject to constraints on
delay and area penalty.

More formal optimization approaches have also been used. Approaches for
optimizing the statistical power of the circuit, subject to timing yield constraints,
can be presented as a convex formulation, as a second-order conic program °?.
For the binning model, a yield optimization problem is formulated ?®), providing
a binning yield loss function that has a linear penalty for delay of the circuit
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exceeding the target delay; the formulation is shown to be convex.

A gate sizing technique based on robust optimization theory has also been
proposed 7989 robust constraints are added to the original constraints set by
modeling the intra-chip random process parameter variations as Gaussian vari-
ables, contained in a constant probability density uncertainty ellipsoid, centered
at the nominal values.

A key problem in circuit optimization is the determination of sensitivities and
criticality. This has also been the focus of considerable research 4%):5%):97),

4. Environmental Variations

4.1 Temperature

Thermal problems are becoming increasingly important in affecting the behav-
ior of digital circuits. This power dissipated on-chip generates heat that causes
the on-chip temperatures to change, with some parts of the chip being hotter
than others. Temperature and power (or heat flux) are intimately related, but it
is important to note that they are distinct from each other.

Elevated on-chip temperatures can have several consequences on performance.
First, they cause transistors threshold voltages to go down, and carrier mobili-
ties to increase: the former tends to speed up a circuit, while the latter tends to
slow it down. Depending on which effect wins, a circuit may show either neg-
ative temperature dependence if the delay increases with temperature, positive
temperature dependence if it decreases with temperature, or mixed temperature
dependence if the trend is nonuniform. Second, leakage power increases with
temperature: in cases where this increase is substantial, the increased power can
raise the temperature further, causing a feedback cycle. This positive feedback
can even cause thermal runaway, where the increase in the power goes to a point
that cannot be supported by the heat sink, and the chip burns out. Third,
reliability effects, such as bias temperature instability and electromigration gen-
erally degrade with temperature, implying that higher temperatures tend to age
a circuit faster.

Conventional heat transfer on a chip is described by Fourier’s law of conduc-
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tion*!, which states that the heat flux, ¢ (in W/m?), is proportional to the
negative gradient of the temperature, T' (in K), with the constant of proportion-
ality corresponding to the thermal conductivity of the material, k; (in W/(m K)).
This leads to the thermal partial differential equation:

oT (r,t
e, 00 92 1) 4 g1 ©)

The boundary conditions for this equation are typically described in Dirichlet
form, specifying information on the boundary of the chip.

The solution to Eq. (2) corresponds to the transient thermal response. In the
steady state, all derivatives with respect to time go to zero, and therefore, steady-
state analysis corresponds to solving the Poisson equation given by:

vr(r) = 20 Q
ky

The time constants of heat transfer are much longer than the clock period for
today’s VLSI circuits, and if a circuit remains within the same power mode for
an extended period of time, and its power density distribution remains relatively
constant, steady-state analysis can capture the thermal behavior of the circuit
accurately. Even if this is not the case, steady-state analysis can be particularly
useful for early and more approximate analysis, in the same spirit that steady-
state analysis is used to analyze power grid networks early in the design cycle.
On the other hand, when greater levels of detail about the inputs are available,
transient analysis is possible and potentially useful.

The thermal PDE can be solved using the finite difference method, where the
thermal analysis can be shown to be equivalent to solving an RC circuit with
current and voltage sources ®”. According to the thermal-electrical analogy, each
node in the discretization corresponds to a node in the circuit. The steady-state
equation corresponds to a network where “thermal resistors” are connected be-
tween nodes that correspond to spatially adjacent regions, “thermal capacitors”
to ground, and “thermal current sources” that map on to power sources. The
voltages at the nodes in this thermal circuit can then be computed by solving

*1 Nanoscale thermal analysis, which models electron-phonon interactions for fine-grained
thermal analysis, involves the solution of the Boltzmann transport equation %), but Fourier-
based models are adequate for full-chip analysis.

IPSJ Transactions on System LSI Design Methodology Vol. 1 18-32 (Aug. 2008)

“-0.008

0008 L]
001 T, 0.01
s’ 0015

Fig.5 A placement for the benchmark ibm01 in a four-tier 3D technology.

this circuit, and these yield the temperature at each node.
Other techniques for efficiently solving the thermal PDE for on-chip ther-

mal analysis include techniques based on finite elements?® and Green func-

tions 92101

The on-chip thermal profile of a circuit can be optimized using a variety of tech-

niques. These include altering the spatiotemporal distribution of power using

32),33),58),73),95) " and physical design techniques

6),24),103)
)

microarchitectural optimization

23),93),106)7 placement 17),22),28),30),88) an1d routing

such as floorplanning
and thermal via insertion ?®. Thermal mitigation to recover performance degra-
dation due to thermal effects can be performed using adaptive body biases, adap-
tive supply voltages, and frequencies #):27):53),54),64),98)-100)

An example of a thermally-driven optimization is thermally-driven 3D place-
ment, where standard cells must be placed in a 3D chip with thermal constraints.
The result of such an optimization is shown in Fig. 5, for the benchmark circuit,
ibm01, in a four-tier 3D process. The cells are positioned in ordered rows on
each tier, and the layout in each individual tier looks similar to a 2D standard
cell layout. The heat sink is placed at the bottom of the 3D chip: the coolest
cells are those in the bottom tier, next to the heat sink, and the temperature
increases as we move to higher tiers.

4.2 Power Delivery

For correct circuit operation, it is essential to feed reliable values of the supply
voltage, Vg4, and the ground voltage, typically OV. Correct supply levels are
essential to ensure that the logic value generated at gate outputs is correct.
Moreover, a degraded Vg4 leads to an increase in circuit delay. The drops along
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the supply and ground networks include IR drops due to large currents flowing
in wires with nonzero resistances, as well as L dI/dt effects due to inductance.

The analysis of power grids requires the solution of large RLC networks (that
represent the interconnects in the power grid) with current sources (that model
the functional blocks that draw current from the network) and voltage sources
(that correspond to the V4 source(s)). DC solutions of these grids are useful in
early stages of design, while transient solutions are necessary for more detailed
analyses. Transient solutions may be computed either using time-stepping (con-
stant time steps are typically used) or using model order reduction methods. For
either DC or transient analysis, the set of equations to be solved correspond to
a large system of linear equations, typically millions of variables. Time-domain
techniques are popularly used in many tools, and several techniques for solving
the analysis problem have been proposed. This system of equations is typi-
cally sparse and positive definite, but its large dimension necessitates the use
of efficiency-enhancing methods. Chief among these are hierarchical methods,
multigrid methods, and random walk based approaches.

Hierarchical methods '°®) can use either natural hierarchies or specified hierar-
chies to solve the problem efficiently. Blocks in lower levels of the hierarchy are
represented using sparse macromodels, corresponding to sparsified Schur com-
plements. The global grid, along with these macromodels is then solved. This
step determines the voltages at the ports of the macromodels: each block is then
solved using these voltage values as inputs. Since the sizes of the global grid
(with the macromodels), as well as individual hierarchical blocks, are consider-
ably smaller than the entire power grid, this method leads to large savings in
computation time and memory usage.

The power grid problem looks similar to the finite difference discretization of a
partial differential equation. Therefore, efficient methods from that domain may
be used to solve the problem. Published approaches*” employ the multigrid
method to solve the problem. Multigrid methods successively coarsen the grid
by reducing the number of nodes in the network. The coarsened grid is solved
to obtain an approximate solution that captures the low-frequency spatial com-
ponents of the voltage variation. This solution is then transformed back to the
original grid through interpolation operators, capturing high-frequency spatial
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components. The procedure may be iterated to achieve further accuracy.

An analogy between random walks and power grids may be exploited to solve
the network 6967 The key idea is that it is possible to obtain an estimate of the
voltage at a node through a set of random walks starting at that node. Unlike
most conventional techniques that require the entire network to be solved, even
if the designer is only interested in the voltage at a single node, this technique
provides a fast method for solving for the voltages in only a part of a network.
Speedup techniques are incorporated, so that for medium levels of accuracy, the
method can be faster than conventional direct methods. The idea is extended %%
to create a preconditioner for a direct solver, and a theoretical link between the
random walk method and LU factorization is presented.

While analysis techniques can diagnose problems in a power grid, it is essen-
tial to build optimization techniques that can correct these problems and build
reliable power grids. Effective techniques for optimization include pin assign-

{ 75),104) 77),78) 85),86) " and decoupling ca-

men , topology optimization , Wire sizing
pacitor (decap) insertion 8”). The last of these deliberately inserts capacitors into
the power grid: these act as charge reservoirs that damp down the effects of fast
transients by providing a nearby source of charge to feed the current drawn by
the functional blocks. As on-chip capacitors grow more leaky, however, further
enhancements are required in decap allocation.

4.3 Aging and Reliability

During the lifetime of a circuit, stresses caused during normal operation can
cause its performance to degrade. We will outline several significant reliability
effects here, namely, bias temperature instability and oxide breakdown.

4.3.1 Bias Temperature Instability

Bias temperature instability is a phenomenon that causes threshold voltage
shifts over long periods of time, eventually causing the circuit to fail to meet its
specifications.

The phenomenon of negative bias temperature instability (NBTI) can be il-
lustrated with the help of a simple circuit, an inverter, illustrated in Fig. 6 (a).
When a PMOS transistor is biased in inversion (Vs = —Vgq) (for example, when
the input of the inverter is at logic 0), interface traps are generated due to the

dissociation of Si — H bonds along the substrate-oxide interface, as illustrated
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Fig.6 An inverter whose PMOS device is alternately subjected to NBTI stress and relax
phases, and an illustration of the phenomenon of NBTI.

in Fig.6 (b), causing the threshold voltage to degrade, slowing down the gate,
and potentially causing the circuit to fail to meet specifications. When the stress
is removed, the number of interface traps is reduced, and the threshold voltage
recovers towards its original value. Several models for NBTI have been pro-
posed 7),31),34),36),42),90) .

A corresponding and dual effect, known as Positive Bias Temperature Instabil-
ity (PBTI) can be seen for NMOS devices. Although PBTI causes less degrada-
tion than NBTI7? | it is becoming increasingly important in its own right.

Under DC stress, the threshold voltage of a PMOS transistor degrades with

time, ¢, at a rate given by
AV, o t1/6 (4)

However, in general, transistors in a circuit are not continuously stressed, but a
sequence of alternating 0s and 1s is applied at their gate nodes. An analytical
model for the change in threshold voltage over multiple stress-relax cycles is
provided 4.

The degradation in threshold voltage shows a property known as frequency-

7):16)42). if g pattern

independence, demonstrated over a wide range of frequencies
of signals is applied to a transistor over time, the degradation depends only on
the total fraction of time for which the transistor was stressed, and not on the
frequency of the signal, or the distribution of stress/relax times. Accordingly,

if one defines a signal probability of the signal value at the gate node of the
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transistor, corresponding to the proportion of time that the transistor is likely
to be under stress, the threshold voltage degradation is only a function of this
signal probability, and a one-dimensional look-up table can be used to store this
degradation. Techniques for guard-banding a circuit for NBTT degradations have
been proposed 43):62),90)

4.3.2 Oxide Breakdown

Time-dependent dielectric breakdown (TDDB) is a reliability phenomenon in
gate oxides that results in a sudden discontinuous increase in the conductance
of the gate oxide at the point of breakdown, as a result of which the current
through the gate insulator increases significantly. This phenomenon is of partic-
ular concern as gate oxide thicknesses become thinner with technology scaling,
and gates become more susceptible to breakdown. Various models for explain-
ing TDDB have been put forth, including the hydrogen model, the anode-hole
injection model, the thermochemical model (also known as the F model, where
E is the electric field across the oxide), and the percolation model 39-°4 . Unlike
BTI, this mechanism is not known to be reversible, and any damage caused can
be assumed to be permanent.

The time to breakdown, Tgp, can be modeled statistically using a Weibull
distribution, whose cumulative density function (CDF) is given by

- (T%D)BD )

The parameter a corresponds to the time-to-breakdown at about the 63rd per-

CDF(Tgp)=1—exp (

centile, and [ is the Weibull slope. Generally speaking, an increased electric field
(i.e., an increased voltage across the gate) accelerates breakdown. Currently,
there are few approaches to addressing oxide breakdown issues at the circuit
level, and this is a significant open problem for CAD researchers.

5. Conclusion

This paper has presented an overview of the challenges and issues that arise due
to on-chip variability, the corresponding need for statistical design techniques,
and a summary of the current state of research in this area. The description
presented here is merely a beginning, and this is an area of intense activity and
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research. The reader is invited to explore deeper, and the extensive reference list
is intended to assist with this.
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