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In deep submicron (DSM) VLSI technologies, it is becoming increasingly
harder for a copper based electrical interconnect fabric to satisfy the multiple
design requirements of delay, power, bandwidth, and delay uncertainty. This is
because electrical interconnects are becoming increasingly susceptible to par-
asitic resistance and capacitance with shrinking process technology and rising
clock frequencies, which poses serious challenges for interconnect delay, power
dissipation and reliability. On-chip communication architectures such as buses
and networks-on-chip (NoC) that are used to enable inter-component com-
munication in multi-processor systems-on-chip (MPSoC) designs rely on these
electrical interconnects at the physical level, and are consequently faced with
the entire gamut of challenges and drawbacks that plague copper-based elec-
trical interconnects. To overcome the limitations of traditional copper-based
electrical interconnects, several research efforts have begun looking at novel
interconnect alternatives, such as on-chip optical interconnects, wireless inter-
connects and carbon nanotube-based interconnects. This paper presents an
overview and current state of research for these three promising interconnect
technologies. We also discuss the existing challenges for each of these technolo-
gies that remain to be resolved before they can be adopted as replacements for
copper-based electrical interconnects in the future.

1. Introduction

Multi-processor system-on-chip (MPSoC) designs today are becoming more and
more complex, with rapidly increasing levels of component integration. Emerg-
ing MPSoCs today typically have tens to hundreds of components (microproces-
sors, memories, peripherals, etc.) on a single chip. These components invariably
need to communicate with each other during application execution. It is the re-
sponsibility of the on-chip interconnect architecture to ensure that the multiple,
co-existing data streams on the chip are correctly and reliably routed from the
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source components to their intended destinations.
With the rising number and variety of components being integrated into

MPSoC designs, communication between on-chip components is playing an in-
creasingly critical role in ensuring that application performance constraints are
satisfied. According to ITRS 2005 predictions 1),2), the gap between interconnec-
tion delay and gate delay will increase to 9 : 1 at the 65 nm technology. This is in
sharp contrast to the 2 : 1 gap between interconnection delay and gate delay at
the 180 nm technology. This indicates that communication, and not computation,
will be the key performance bottleneck in deep submicron (DSM) technologies 3).
In addition, total wire length on a chip is expected to grow to 2.22 km/cm2 by
the year 2010 2). Another observation is the increase of power dissipation due to
the charging and discharging of interconnection wires on a chip. According to
Refs. 1), 2), the interconnect will consume about 50 times more power than logic
circuits. All of these trends indicate that for MPSoC designs in the DSM era, the
performance, power consumption, cost and area will be much more influenced by
the on-chip interconnect architecture than the gates on the chip.

To cope with the increasing MPSoC performance requirements in the DSM
era, on-chip interconnect architectures have also undergone an evolution in com-
plexity — from shared buses, to hierarchical shared buses, and on to bus ma-
trix (or crossbar bus) architectures. Several bus-based interconnect architecture
standards exist today, such as AMBA AHB 4) and AXI 5), IBM CoreConnect 6),
Sonics Smart Interconnect 7) and STMicroelectronics’ STBus 8). These standard
architectures provide designers with a variety of configuration options and find
widespread use in MPSoC designs today. Researchers have recently proposed
using Networks-on-Chip (NoC) 9),10) as interconnect architectures for future large-
scale MPSoC designs. Unlike traditional bus-based on-chip interconnect architec-
tures, NoCs use packets to route data from the source to the destination compo-
nent, via a network fabric that consists of switches (routers) and interconnection
links (wires).

Both bus-based and NoC architectures rely on copper based electrical intercon-
nects at the physical level to transfer information between components. Unfortu-
nately, in deep submicron (DSM) VLSI technologies, it is becoming increasingly
harder for copper based electrical interconnects to satisfy the design require-
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3 Trends in Emerging On-Chip Interconnect Technologies

ments of delay, power, bandwidth, and delay uncertainty 11). Indeed, the situa-
tion is likely to become worse for future giga- and tera-scale electronic systems.
The resistance of copper interconnects, in current and imminent technologies is
increasing rapidly under the combined effects of enhanced grain boundary scat-
tering, surface scattering, and the presence of a highly resistive diffusion barrier
layer 12). Copper interconnects also constitute up to 70% of the total on-chip
capacitance, and are major sources of power dissipation. The semiconductor
industry has made major research and development investments in alternative
(e.g., low-k dielectric) materials in response to this urgent need. However, low-k
materials suffer from poor mechanical and thermal properties 2). The steep rise
in parasitic resistance and capacitance of copper interconnects poses serious chal-
lenges for interconnect delay (especially at the global level), power dissipation,
and interconnect reliability 70).

Consequently, it has become imperative to look beyond copper intercon-
nects and explore different interconnect technologies. According to the ITRS
roadmap 1), interconnect innovation is the key to satisfying performance, reliabil-
ity, and power requirements in the long term. Future interconnect technologies
must support ultra-high data rates (e.g., greater than 100Gbps/pin), be scal-
able enough to support tens to hundreds of concurrent communication streams,
and involve fabrication techniques that are compatible with mainstream MPSoC
and system-in-package (SiP) technologies. In this paper, we present an overview
of three such emerging interconnect technologies that promise to overcome the
limitations of copper interconnects. Section 2 describes optical interconnects,
that make use of light and an on-chip optical medium to transfer data. Sec-
tion 3 presents RF/wireless interconnects that forego the need for metal wires,
and instead transfer data on a chip wirelessly, using transmitting and receiv-
ing antennas integrated on the same chip. Finally, Section 4 discusses carbon
nanotubes, which have been proposed as an evolutionary replacement for copper
interconnects, just like copper previously replaced aluminum as the interconnect
material of choice in electronic systems.

2. Optical Interconnects

While board-to-board and chip-to-chip optical interconnects have been

Fig. 1 Block diagram of on-chip OI systems.

proposed and are actively under development 13),14), the feasibility of using
on-chip optical interconnects (OIs) is an open research problem that is today
beginning to attract immense interest from academia and industry alike. It is
claimed that OIs will be suitable replacements for global on-chip interconnects,
where they can be advantageous because of their inherent low propagation delay,
low crosstalk, and a near constant power profile over long distances 15). OIs
offer many advantages over traditional electrical (copper-based) interconnects:
(i) they can support enormous intrinsic data bandwidths in the order of sev-
eral Gbps using only simple on-off modulation schemes, (ii) they are relatively
immune to electrical interference due to crosstalk, and parasitic capacitances and
inductances, (iii) their power dissipation is completely independent of transmis-
sion distance at the chip level, and (iv) routing and placement is simplified since
it is possible to physically intersect light beams with minimal crosstalk. Once
a path is acquired, the transmission latency of the optical data is very small,
depending only on the group velocity of light in a silicon waveguide: approxi-
mately 6.6 × 107 m/s, or 300 ps for a 2 cm path crossing a chip. After an optical
path is established, data can be transmitted end to end without the need for
repeating or buffering, which can lead to significant power savings.

2.1 OI System Overview
Figure 1 shows a block diagram of an on-chip OI system. With the exception

of the laser light source, all of the OI components are integrated on the chip.
Despite a lot of achievements in the area of optical gain in silicon over the last
few years 16),17), a high-speed, electrically driven, on-chip monolithic laser light
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4 Trends in Emerging On-Chip Interconnect Technologies

source still remains to be realized.
The transmission of data using an on-chip OI requires an electro-optical modu-

lator and an electrical driver circuit. The laser source provides light to the mod-
ulator, which transduces electrical data supplied from the electrical driver into
a modulated optical signal. Several high-speed electro-optical modulators 18),19)

have been proposed that can change the refractive index or the absorption co-
efficient of an optical path when an electrical signal is injected. The two most
popular modulators in literature are the Mach-Zehnder interferometer-based sil-
icon modulators 18) and microresonator-based P-I-N diode type modulators 19).
MOS capacitor structures such as the Mach-Zehnder interferometer-based silicon
modulators have higher modulation speeds (several GHz) but a large power con-
sumption and greater silicon footprint (around 10 mm). On the other hand, mi-
croresonator based P-I-N diode type modulators are compact in size (10–30µm)
and have low power consumption, but possess low modulation speeds (several
MHz). The performance of a modulator is dependent on the on-to-off light inten-
sity ratio, referred to as the extinction ratio, which depends on the electrical input
signal strength. A higher extinction ratio is desirable for proper signal detection,
while a poor one may cause transmission errors. An extinction ratio greater than
10 dB has been recently reported with high input signal swing 20), which is high
enough to enable proper signal detection without causing any transmission errors.
Modulator size is also an important consideration for integrated applications, and
significant efforts have been made to realize compact-sized modulators, such as
the circular shaped 10 µm ring-modulators 20). The modulator driver consists of
a series of inverter stages that drive the modulator’s capacitive load.

The light signal from the transmitter is routed to the destination through
a waveguide. The refractive index of the waveguide material has a significant im-
pact on the bandwidth, latency, and area of an optical interconnect. Silicon and
polymer are two of the most promising materials for on-chip waveguide realiza-
tion. These waveguides involve a trade-off in propagation speed and bandwidth.
The smaller refractive index of polymer waveguides results in higher propaga-
tion speed. However, the polymer waveguide requires a larger pitch than silicon,
which reduces bandwidth density (i.e., number of bits transmitted/unit surface
area). Modulators for polymer waveguides are also typically bulkier (requiring

higher voltage drive and higher frequency operation) than modulators for silicon
waveguides. This makes it harder to use polymer waveguides in on-chip optical
interconnects. Polymer waveguides are however feasible in a transmission system
based on VCSELs (Vertical Cavity Surface Emitting Laser) 21), where the modu-
lator is not required. A VCSEL based solution may however lead to an increase
in on-chip power consumption as a result of the complex on-chip flip-bonded
laser sources. Additionally, light is emitted vertically and needs to be transferred
to the horizontal chip surface in this scenario, requiring integrated mirrors and
sophisticated lithographic techniques.

The optical receiver is responsible for converting the optical signal received from
the waveguide into an electrical signal at the destination. It consists of a photo-
detector and a trans-impedance amplifier (TIA) stage. In applications involving
simultaneous transmission at different wavelengths per waveguide using wave
division multiplexing (WDM), the receiver also requires a wave selective filter for
each received wavelength. The P-I-N diode 22) is an example of one of the more
popular photo-detectors in literature. The quantum efficiency of a photo-detector
is an important figure of merit for the system. A high value for quantum efficiency
means lower losses when converting optical information into an electrical form.
One of the key trade-offs in the design of a photo-detector is between detector
speed and quantum efficiency. Recently, inter-digitated metal-semiconductor-
metal (MSM) receivers have attracted attention due to their fast response and
excellent quantum efficiency. High-speed, low-power inter-digitated MSM Ge and
SiGe photo-detectors operating at telecommunication wavelengths were described
in Ref. 23). Detector size is also an important criteria for both compactness and
next stage capacitance. Typically, the detector has large base capacitance, which
poses a design challenge for the high speed gain stages following it. The TIA stage
converts photo-detector current to a voltage which is thresholded by subsequent
stages to digital levels 24). To achieve high-gain and high-speed detection, an
analog supply voltage higher than the digital supply voltage may be required,
thereby dissipating higher power.

2.2 Comparison between on-chip EI and OI
Figure 2 shows a comparison of signal propagation delay in copper-based

electrical interconnects (EI) and the two common OI waveguides —— silicon and
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Fig. 2 Propagation delay of silicon and polymer waveguides as compared to EIs 15).

polymer. Low refractive index polymer and high refractive index silicon waveg-
uides are selected for the comparison, as they represent two opposite types of
optical waveguides in terms of signal propagation delay and crosstalk. Regard-
less of the waveguide material, optical interconnects provide a lower propagation
delay than electrical interconnects. This is because optical signal propagation
is intrinsically faster than electrical signal propagation due to the absence of
RLC impedances. In order to exploit the propagation delay advantage offered
by optical waveguides, an electrical signal must however first be converted into
an optical signal and then back into an electrical signal. This conversion has
a fixed delay associated with it, which is nearly independent of the interconnect
length for a given technology. OIs will therefore have a delay advantage over
EIs if the waveguide propagation delay dominates the overall delay. It has been
estimated 15) that the combined transmitter and receiver delay should be lower
than 280–370 ps for polymer waveguides and 180–270 ps for silicon waveguides,
to have an advantage over EIs. In addition to delay, power is another metric
for which OIs need to have an advantage over EIs. For OIs that span the chip
length, the total power consumption should be less than 17–18 mW to have an
advantage over EI power consumption.

Finally, if OIs are to eventually replace EIs, then in addition to lower sig-
nal delay and lower power consumption, they must also possess superior band-
width density compared to EIs. Bandwidth density is a metric that characterizes

information throughput through a unit cross section of an interconnect. Experi-
ments have shown that with advances in process technology, EIs will exploit more
efficient repeaters, resulting in a single wavelength OI being inferior to a delay-
optimized EI in terms of bandwidth density. So the question arises: why would
anyone use OIs? To improve the bandwidth density in OIs, wavelength division
multiplexing (WDM) 15),25) can be used in the optical waveguides. It has been
shown that polymer core waveguides require a higher WDM to match the EI
bandwidth density, but allow for a larger conversion delay overhead. Silicon-core
waveguides on the other hand permit lower WDM but require faster conversion
(i.e., faster transmitters and receivers).

2.3 On-chip OI Research
In recent years, a few researchers have studied how on-chip optical networks

can be used for clock-tree networks 26)–30). Clock networks are characterized by
long interconnect lengths spanning the entire chip. Using optical links as a re-
placement for electrical clock networks can reduce clock distribution skew on
the chip in the multi-GHz operating range. Since the clock source (i.e., the
light source) can be external to the chip, it can remove energy consumption
constraints and also alleviate the difficult problem of integrating III-V optoelec-
tronic emitters on top of Si CMOS circuits 26). A full CMOS-compatible pro-
cess including Si-photo-dectectors is feasible even if the quantum efficiency of
CMOS-compatible silicon photo-detectors is small 31),32). Intel researchers have
claimed 27) that WDM can enable optics to achieve high bandwidth and low la-
tency for global signaling. However, they concluded that until efficient high-speed
and low capacitance CMOS-compatible modulators and detectors, and practical
schemes for implementing WDM are realized, there is little power, jitter, or skew
improvement from using optics in clock distribution. A similar claim was made
by Chen, et al. 28), where the authors argued that since most of the skew and
power of clock signaling arises in local clock distribution, there is no significant
skew and power advantages in using an optical solution. Ackland, et al. 29) pre-
sented a study showing how an H-tree electrical clock network does not scale
well, resulting in unacceptable levels of skew and jitter, compared to an opti-
cal tree. The authors claimed that while there are many technical challenges in
implementing an optical tree, in principle the best solution might be a hybrid
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Fig. 3 Optical Ring Bus (ORB) on-chip communication architecture for MPSoCs 35).

tree network, in which the front end is implemented optically, while the backend
consists of a large number of small electrical trees.

A few recent works have proposed using optical links in an on-chip network-
on-chip (ONoC) 30),33),34). O’Conner 30) and Briere, et al. 33) gave a high level
overview of a 4 × 4 multi-stage optical network on chip. Shacham, et al. 34)

presented an analysis of topology, routing algorithms, path-setup and teardown
procedures, and deadlock avoidance for optical NoCs, and described simulation
results for a 2D folded torus optical NoC architecture, that can theoretically result
in high bandwidth, low power intra-chip communication. However, the high
power overhead of electrical routers and opto-electric/electro-optic conversion
at the interface of each component, as well as a lack of availability of wideband
photonic switching elements makes realizing these hybrid opto-NoC architectures
a challenging proposition in the near future.

Recently, in Ref. 35) we proposed the ORB (Optical Ring Bus) on-chip commu-
nication architecture for emerging MPSoC designs. ORB is a novel opto-electric
communication architecture that uses an optical ring bus as a global interconnect
between computation clusters (i.e., islands of multiple cores performing dedicated
tasks; Fig. 3) and traditional copper-based local interconnect within clusters.
The optical ring bus transfers data between clusters on a chip, while preserving
the standard bus protocol interface (e.g., AMBA AXI) for inter- and intra-cluster
communication. ORB consists of four major building blocks: (i) an off-chip laser
from which light is coupled onto the chip using optical fibers; (ii) transmitters

that convert electrical signals into optical waves and are made of hybrid Mach-
Zehnder interferometer/micro resonator based P-I-N diode modulators, driven
by a series of tapered inverters (i.e., drivers); (iii) an optical waveguide, made
from a low refractive index polymer material (that has lower signal propagation
delay than a silicon waveguide), having a ring shape (to avoid sharp turns that
can lead to significant signal loss) and implemented on a dedicated layer, that is
responsible for transporting data via light signals from the source modulator to
the destination receiver; and (iv) receivers, consisting of a photo-detector to con-
vert the light signal into an electrical signal, and trans-impedance amplifier (TIA)
circuits to amplify the resulting analog electrical signal to a digital voltage level.
To improve bandwidth density of the optical interconnect, wavelength division
multiplexing (WDM) was used to transmit data on multiple wavelength channels
on the same waveguide. Simulation studies have shown that the ORB com-
munication architecture dissipated significantly lower power (more than a 10×
reduction) and improved overall performance (more than 2×) compared to tra-
ditional pipelined, all-electrical global interconnects, across the 65–22 nm CMOS
technology nodes, for several networking MPSoC design case studies.

2.4 Challenges
While recent research efforts have shown that optical interconnects can be

viable candidates for global on-chip interconnects in future MPSoC designs, sev-
eral open problems remain that need to be resolved in the coming years:

(i) Efficient transmitter and receiver components: High speed, low power, and
small feature-size electro-optical modulators and photo-detector receivers need
to be developed, that have a combined delay and power dissipation which is
lower than the threshold required to be advantageous over EIs, and replace
them in future technologies. There is immense research interest in designing ef-
ficient electro-optical modulators and receivers, and some interesting results are
emerging. For instance, recently, Mach-Zehnder electro-optic modulators with
an ultra-compact length of 100 to 200µm, having low power consumption and
high modulation efficiency were presented in Ref. 36).

(ii) Integrated on-chip light source: The number of materials and processes
available for optical interconnect fabrication is limited to those technologies that
are compatible with microelectronics. Currently, this limitation results in the
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absence of a monolithic on-chip light source. While several exciting scientific
achievements have been published in the area of optical gain in silicon, high speed,
electrically driven monolithic light sources have remained elusive. Innovative
solutions, such as the Indium Phosphide Hybrid Silicon Laser from Intel and
UCSB 37) may however solve this problem in the future.

(iii) Temperature management : On-chip optical interconnect modules are very
sensitive to temperature variations. Designers need to ensure that viable oper-
ating temperatures for components are maintained, or design new OI structures
thatare not so sensitive to temperature. Either an active or passive optical control
method 38) will be required to maintain stable device operation.

3. RF/Wireless Interconnects

Another revolutionary approach to overcome the limitations of traditional
electrical interconnects in future DSM technologies is to make use of active
RF/wireless interconnects. The main idea in such a system is to replace
on-chip wires with integrated on-chip antennas communicating via electromag-
netic waves. Data in such a scheme would be converted from baseband (i.e.,
digital) to RF/microwave signals and transmitted either through free space or
guided mediums 39). RF/wireless interconnects have the potential to support high
data bandwidths, effectively handle concurrent communication streams from mul-
tiple cores, and provide online firmware network reconfigurability (i.e., dynamic
rewiring using software instructions). These wireless interconnects can not only
reduce the wires in integrated circuits, but also be used to replace I/O pins.

Free space signal broadcasting and reception is a common practice in mod-
ern wireless systems due to its low cost implementation and excellent channeling
capabilities. However, free space transmission and reception of RF/microwave
signals requires an antenna size that is comparable to its wavelength. This is
a problem because even at near 100 GHz operating and cut-off frequencies in
the future 1), the aperture size of the antenna for efficient transmission will be
in the order of 1mm2, which is too large to implement in future VLSI designs.
Microwave transmission in guided mediums such as microstrip transmission line
(MTL) or coplanar waveguide (CPW) has a low attenuation up to at least
200 GHz, requires a smaller antenna size and is therefore a more viable alternative

Fig. 4 RF/wireless interconnect with multiple transmitters and receivers 39).

to free space transmission/reception for intra-chip communication. Simulation
results 39) have shown that a 1 cm long CPW experiences extremely low loss
(−1.6 dB at 100 GHz), and low dispersion (less than 2 dB for a frequency range
50–150 GHz). This is in contrast to a −60 dB and −115 dB loss per centimeter at
100 GHz, and a frequency dispersion of 30–40 dB across the same frequency range
for conventional electrical interconnects. Thus microwave transmission over MTL
or CPW has a clear advantage over conventional electrical wire based transmis-
sion, especially for global interconnects in future VLSI designs running in the
multi-GHz range.

The choice of transmission and receiving components for an RF/wireless inter-
connect system is an important one, in order to ensure compatibility with future
VLSI designs 39). Since the distance of global on-chip interconnects is relatively
short (a few centimeters), the conventional far field antenna can be substituted
for much smaller near field capacitive couplers. The width of the center/top
conductor of the CPW/MTL is typically 10–100 µm, depending on its character-
istic impedance (25–100 Ω) and other signal transmission requirements 40). This
size makes CPW or MTL more likely to be used as an off-chip but in-package
transmission medium, which is shared by multiple VLSI I/Os. Based on these
considerations, Fig. 4 shows the structure of a typical RF/wireless interconnect
system. The system acts as a miniature wireless LAN (local area network), con-
sisting of VLSI I/Os as users, capacitive couplers as near field antennas, RF
circuits for transceivers, and a uniform and homogeneous MTL or CPW channel
(with characteristic impedance ZC) as a shared broadcasting medium. Output
signals are up-linked to MTL or CPW via transmission capacitive couplers (TX i),
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then down-linked via receiving capacitive couplers (RX i) to input ports. Since
the channel is bidirectional, both its ends are terminated with ZC to avoid signal
reflections. With orthogonal-coded and/or frequency-filtered RF transceivers,
a passive MTL or CPW becomes suitable for relaying ultra broadband signals
up to 150GHz 40),41).

3.1 Simultaneous Communication in RF/wireless Interconnects
Frequency division multiple access (FDMA), code division multiple access

(CDMA), or a combination of the two (FDMA/CDMA) can be used to achieve
simultaneous communications in RF/wireless interconnects.

In an FDMA interconnect, frequency bands of I/O channels can be allocated
between 5–105 GHz with a bandwidth of approximately 5–20GHz in each chan-
nel and sustaining a minimum data rate of 5–40 Gb/s depending on the modu-
lation scheme. Whereas in a traditional electrical interconnect, only the lowest
frequency band (i.e., baseband) is occupied by the signals, RF modulated fre-
quency bands can improve data bandwidth by transmitting data over multiple
frequency bands. Each data stream at the transmitter is multiplied by a si-
nusoidal carrier, and the resulting signal is filtered through a band pass filter
(BPF), and then eventually coupled into the CPW (or MTL). At the receiver,
the received signals are boosted by a preamplifier and then demodulated. Sub-
sequently, the signal is fed into a threshold comparator to recover the original
data bits from the transmitter 42). The FDMA transmitter and receiver architec-
tures consist of I/O transceivers, frequency synthesizers, threshold comparators,
frequency/code mixers, and bandpass filters. The receiver is made up of pream-
plifiers, mixers, and frequency synthesizers. Preamplifiers with 20–30 dB gains
are required for input signal amplification. Balanced or double balanced active
mixers, such as the Gilbert cell, may be used for modulation and demodula-
tion functions. To simplify receiver implementation, a non-coherent detection
scheme such as frequency shift keying (FSK) can be a suitable choice. Low loss
and high selective band pass filters that are needed in FDMA interconnects re-
quire tunable and high Q �1 inductors that are hard to realize due to their high

�1 The quality factor (or Q) of an inductor is the ratio of its inductive reactance to its resistance
at a given frequency, and is a measure of its efficiency. The higher the Q factor of the
inductor, the closer it approaches the behavior of an ideal, lossless, inductor.

(a) (b)

(c) (d)

Fig. 5 Types of on-chip antennas (a) linear, (b) meander, (c) zig-zag, (d) folded 47).

energy loss to the conductive silicon substrate. This can be partially resolved
by using a transformer-type inductor design where the lost energy is recovered
via a secondary inductor with delayed phase angles to attain high inductance
and tunability 43). Recent progress in MEMS (micro-electro-mechanical systems)
have shown promise for high Q silicon resonators and filters in micrometer wave
frequencies 83).

In a CDMA interconnect 39),44),45), baseband CDMA signals are typically mod-
ulated with RF carriers. The data stream from a transmitter is first converted
into a spread spectrum signal by orthogonal Walsh codes (or PN codes) and then
modulated with its RF sinusoidal carrier. Subsequently the resulting signals from
the transmitters are capacitively coupled into a superposed multilevel signal on
the shared CPW (or MTL) and transmitted to receivers. At the receiver end,
coherent demodulation 42), sequence timing acquisition and tracking 46), and de-
spreading by the same Walsh code are applied to the received superposed signal
to recover the original data. Unlike the hardware-oriented FDMA interconnect,
the CDMA interconnect can be easily reconfigured by changing spreading codes
through software commands.

To improve data rate, a combined CDMA/FDMA 39) access system (also re-
ferred to as multicarrier CDMA) is also a possibility, with frequency bands being
divided by using different carriers while data is spread within each frequency
band by using orthogonal codes.

3.2 On-chip Antenna and Transmission Path
The on-chip antennas fabricated on substrates are categorized as printed an-

tennas 47), which include microstrip, dipole and loop antennas. Figure 5 shows
the popular linear dipole, and folded dipole antennas that have a compact im-
plementation and are thus suitable as on-chip integrated antennas. The zig-zag

IPSJ Transactions on System LSI Design Methodology Vol. 1 2–17 (Aug. 2008) c© 2008 Information Processing Society of Japan



9 Trends in Emerging On-Chip Interconnect Technologies

Fig. 6 Antenna transmission paths 51).

dipole antenna emerged after Nakano, et al. 48) showed that a halfwave dipole
antenna whose arms were bent rectangularly at its central points, maintained
the basic characteristics of conventional linear dipole with the same length. The
loop antenna is another suitable candidate for on-chip integrated antennas. It
was shown to have an isotropic radiation pattern and good signal-to-noise ra-
tio when the receiver is placed close to the loop antenna 49). Wang, et al. 47)

showed that combining different antenna structures such as folded and meander
can provide a higher power gain and a more compact on-chip antenna structure.

There has been some recent research on using the on-chip silicon substrate/
dielectric layer as a transmission path, instead of using off-chip and in-package
CPW or MTL guided mediums 50),51). At 24 GHz, the wavelength of electro-
magnetic waves in silicon is 3.7 mm. This implies that a quarter wave antenna
needs to be only about 0.9 mm in silicon. This, in conjunction with increased chip
sizes of 2 cm × 2 cm, has made the integration of antennas for wireless on-chip
communication feasible. Figure 6 shows the possible paths for signal propaga-
tion between two on-chip integrated antennas. There is a direct path through
air and paths through the silicon substrate. The paths through silicon substrate
include a path formed by refraction through the SiO2 layer and reflection at the
interface between the silicon substrate and the underlying dielectric layer (A1N),
and a path refracted through the SiO2 and silicon layers and reflected by the
metal chuck that emulates a heatsink in the back of a die. The signals propa-
gating on these paths constructively and destructively interfere. There are also

multiple reflected paths, but because of longer path lengths, the signals propa-
gated on these paths suffer from greater attenuation and therefore these paths
are not included. It was found in Ref. 51) that by increasing the A1N thick-
ness, destructive signal interference is significantly reduced. Benech, et al. 52)

conducted a similar feasibility study and found that higher resistivity substrates
are better suited for wireless communication. They showed that antennas on
lower resistivity silicon substrate present gains of −30 dB, while antennas on SOI
(Silicon On Insulator) substrates of higher resistivity present gains of −15 dB at
frequencies around 30GHz.

3.3 On-chip RF/wireless Interconnect Research: Clock Networks
It has been proposed that RF/wireless interconnects can be used in clock net-

works to reduce signal skew 53). Test chips have been created to demonstrate the
feasibility of RF/wireless on-chip interconnects and their use in clock networks.
For instance, on a wafer, a 15GHz transmitted signal 2.2 cm away from a clock
receiver with an on-chip antenna was shown to have been successfully picked up
by the receiver and amplified to generate a digital output signal 54). The receiver
and transmitting antennas were fabricated using a 0.18µm CMOS process 50).
Another demonstration of wireless clock was presented by Floyd, et al. 55) at
the frequency of 7.4 GHz and with a transmission gain of −49 dB between the
transmitting and the receiving antenna placed at a distance of 3.3 mm from each
other.

3.4 Challenges
Unlike on-chip optical interconnects (Section 2), on-chip RF/wireless intercon-

nect technology is still very much in its early stages of evolution. Much research
is still needed to resolve the open problems in the area 39),51). Some of these issues
are presented below:

(i) Packaging and Interference Issues: The most difficult problem anticipated
for this technology is dealing with the packaging effects, which can add numer-
ous metal structures that could potentially interfere with RF/wireless operation
on a chip. Metal structures near antennas can change input impedances and
phase of received signals. Design guidelines to exclude the interference struc-
tures which significantly change the input impedance and techniques to correct
the phase changes are being developed 56). Another concern is the interference
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effects between the transmitted/received signal and switching noise of nearby
circuits 57),58). Some promising initial results were presented by Branch, et al. 50),
where a sine wave generated in a transmitter was transmitted through an on-chip
antenna and the wave was picked up by a receiver on the same chip about 4 mm
away, for an on-chip silicon substrate/dielectric transmission path. It was con-
cluded that on-chip wireless interconnects can function correctly for more com-
plex systems, provided the interference concerns are addressed.

(ii) Ultra High Frequency Requirements: For antenna sizes (and related RF in-
terconnect circuit sizes) to be feasible enough for on-chip fabrication, RF circuits
must operate in the ultra high frequency domain, i.e., in the hundreds of GHz
range. This makes them unsuitable for applications in the very near future that
will not be able to achieve such high frequencies. However, due to technology
scaling, CMOS circuits operating in the multi GHz and higher ranges are becom-
ing gradually feasible. It is estimated 1),51) that by the year 2015, it will become
possible to implement RF circuits operating at 200–250 GHz, which will enable
low-cost wireless interconnect implementation.

(iii) Power Overhead: If network flexibility is the highest concern (i.e., bi-
directional communication and arbitrary transceiver distribution are top priori-
ties) then each transceiver should have its own dedicated RF and CDR (clock and
data recovery) circuits. This of course will impose heavy circuit overhead as well
as large power consumption to the RF/wireless interconnect implementation. To
reduce the power consumption, multiple transmitters within a synchronous ac-
cess range may need to share a common RF transmitter, while multiple receivers
may end up sharing a common RF receiver and even a shared CDR without
sacrificing significant channel reconfigurability.

(iv) On-chip Antennas: While there has been a lot of past research on fabricat-
ing antennas on lossless or lower loss substrates such as polytetrafluoroethylene
(PTFE), quartz, duroid, and GaAs in the millimeter wave range applications,
there has not been sufficient research in the area of fabricating printed antennas
on silicon substrate which is much more lossy than other types of substrates. The
conductivity of silicon substrate will reduce the antenna efficiency, which neces-
sitates choosing either low loss type of substrates (that may not be compatible
with mass-scale fabrication techniques) or high transmission power to improve

radiation efficiency 59).
(v) Reference Crystal Oscillator: Another issue for the adoption of RF/wireless

interconnects is the reference crystal oscillator required for FDMA, which cannot
be easily implemented on-chip and has a relatively large size compared with
future ULSI. Consequently, this crystal oscillator will have to be implemented
off-chip. It may however be possible to reuse a reference clock to minimize off-chip
overhead.

(vi) Security: As with any wireless transmission system, RF/wireless intercon-
nects are susceptible to hackers that intend to snoop on transmitted data and
compromise the system. A lot of research is needed to identify security issues
with RF/wireless interconnects and, if needed, to develop new (or adapt previ-
ously developed) techniques that prevent wireless signal decryption and protect
transmitted data from malicious entities.

4. Carbon Nanotube (CNT) Interconnects

Carbon nanotubes (CNTs) have been recently proposed as a replacement
for metal interconnects in future technologies 12),60),61),84). CNTs are sheets of
graphite rolled into cylinders of diameters varying from 0.6 nm to about 3 nm.
Depending on the direction in which they are rolled (called chirality), they
can demonstrate either metallic (i.e., conducting) or semiconducting properties.
CNTs possess high mechanical and thermal stability, high thermal conductiv-
ity, and large current carrying capacity, making them promising candidates as
on-chip interconnects in future technologies 62). Due to their covalently bonded
structure, they are highly resistant to electromigration and other sources of phys-
ical breakdown 63). They can support very high current densities with very little
performance degradation. For instance, it was shown in Ref. 64) that the current
carrying capacity of CNTs did not degrade even after 350 hours at current den-
sities of about 1010 A/cm2 at 250◦C. CNTs possess high thermal conductivity
in the range of 1700–3000 W/m.K 65). They also have much better conductivity
properties than copper owing to longer electron mean free path lengths (MFP)
in the micrometer range, compared to nanometer range MFP lengths for Cu 66).

Figure 7 shows the different CNT alternatives that are being investigated as
replacements for copper interconnects. It is predicted that isolated single walled
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(a)

(b)

(c)

Fig. 7 Carbon nanotube (CNT) types: (a) single-walled CNT (SWCNT), (b) multi-walled
CNT (MWCNT), and (c) SWCNT bundle.

CNTs (SWCNTs) can replace copper at the local interconnect level because of
their much lower lateral capacitance which improves latency for very short dis-
tances 67). However, the high intrinsic resistance associated with an SWCNT
(greater than 6.45 KΩ) necessitates the use of a bundle of SWCNTs conducting
current in parallel to form longer on-chip interconnections 60),61). SWCNT bundle
structures have recently been demonstrated and their metallic conducting prop-
erties reported in Ref. 68). Due to the lack of control over chirality in current
fabrication techniques, any bundle of SWCNTs consists of metallic nanotubes
that contribute to current conduction, as well as semi-conducting nanotubes that
do not contribute to current conduction in an interconnect. Multi-walled CNTs
(MWCNTs) are comprised of multiple concentric SWCNT shells. Even though
MWCNTs are primarily metallic, preliminary research has shown that it is rela-
tively more challenging to achieve transmission over long lengths with them 69),
compared to SWCNTs.

4.1 Comparison between on-chip EIs and CNTs
Srivastava, et al. 12) presented a performance comparison between a copper (Cu)

electrical interconnect and a SWCNT bundle having the same dimensions as the
Cu interconnect. Figure 8 shows how the ratio of the propagation delay for

(a)

(b)

Fig. 8 Ratio of local interconnect propagation delay with sparse CNT bundle interconnect
having (a) perfect contacts and (b) imperfect (120KΩ) contacts, to that with Cu
interconnect as a function of interconnect length 12).

CNT-bundle interconnects tp(CNT ) with the propagation delay for Cu intercon-
nects tp(Cu) varies with wire line length, at the local interconnect level. A ratio
value of greater than 1 indicates that the propagation delay for Cu interconnect
is lower than that for CNT-bundle interconnect, while a value of less than 1
indicates that propagation delay for the CNT-bundle interconnect is lower than
that for the Cu interconnect. Figure 8 (a) shows that the performance of CNT
bundles with perfect contacts is better than Cu wires, assuming the distance
between adjacent metallic CNTs forming a bundle is large (i.e., assuming sparse
bundles). However, with realistic contacts between metal and CNTs (Fig. 8 (b)),
the CNT performance is lower than Cu interconnect performance. It is worth
noting that the CNT density can be reduced only up to a small extent beyond
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(a)

(b)

Fig. 9 Ratio of global interconnect propagation delay with dense CNT bundle to that with
Cu as a function of (a) as a function of long interconnect length (L0 = 1 μm), (b) as
a function of L0 for 1mm long interconnect 12).

which the improvement in performance is lost due to increasing resistance of
the bundle. For the case of densely packed CNT bundles, it was shown 12) that
the propagation delay of local interconnects with CNT bundles is higher than
that with Cu interconnects across all technology generations, even if contacts are
perfect and a mean free path (L0) as large as 10 µm can be achieved. This is
because the higher capacitance of CNT bundles and the high resistance of mini-
mum sized drivers at the local interconnect level overshadow the advantage from
low CNT-bundle resistance.

Figure 9 (a) shows how propagation delay for densely packed CNT-bundle in-
terconnects depends on the length at the global level. It can be seen that global
interconnects implemented with CNT-bundles can achieve significantly better

performance than copper. In the case of global interconnects, the improvement
in performance with CNT-bundles is larger for longer interconnects and saturates
beyond a certain length. These observations hold if the mean free path has an
ideal value of 1 µm. Unfortunately, the presence of defects in a nanotube leads to
the mean free path being much less than the typical 1 µm 71). The impact of re-
duced mean free path lengths on global interconnect propagation delay with CNT
bundles is shown in Fig. 9 (b). It can be seen that it is critical to maintain mean
free path lengths in the range of a micrometer by ensuring freedom from such
defects. The improved performance of global level CNT-bundle interconnects
is because of the much lower resistance compared to Cu global interconnects.
While Cu interconnect resistance increases linearly with length, in the case of
CNT bundle interconnects it is only the scattering resistance (proportional to
h/4e2) that increases linearly. The additional resistance arising from imperfect
metal-nanotube contacts (which dominates the resistance in the case of short lo-
cal interconnects) does not increase with length. Hence Fig. 9 shows only a minor
difference between the performance of CNT-bundles with perfect contacts and
with imperfect contacts. The performance improvement in global interconnects
as a result of using CNT-bundles, decreases when the CNT packing density is
decreased. This is because when CNT packing density is decreased, the effective
resistance increases and hence performance degrades. This is in contrast to short
local interconnects for which the effect of interconnect capacitance dominates and
a slightly lower CNT density (and hence lower interconnect capacitance) actually
leads to improved performance.

Multi-wall carbon nanotubes (MWCNTs) can be considered to be a coaxial
assembly of SWCNT cylinders (shells), one within another. While SWCNTs have
diameters in the few nanometer range, MWCNTs may have diameters in a wide
range varying from a few to hundreds of nanometers. It has been recently shown
that if properly connected to contacts, all the shells in a MWCNT can conduct 72).
The conductance of a (SWCNT) graphene shell in a MWCN increases as the
diameter of a shell becomes larger. The ratio of the diameters of the inner and
outer shells varies in different MWCNTs, ranging from 0.35 to 0.8 72). Preliminary
results shown in Fig. 10 73) indicate that for long lengths (a few hundreds of
micrometers) MWCNTs can have conductivities several times larger than that
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Fig. 10 Conductivity of MWCNTs with various diameters, SWCNT-bundle and Cu
interconnect versus length 73).

of copper or SWCN bundles.
4.2 On-chip CNT Interconnect Research
Carbon nanotube (CNT) interconnects offer a promising alternative to tradi-

tional Cu based interconnects that are reaching their limits with scaling tech-
nology, especially at the global interconnect level 73)–76),84). While an isolated
SWCNT is not a viable option to replace a Cu wire for global on-chip communi-
cation 12),74),75),84), SWCNT bundles and MWCNTs can be a viable replacement
for Cu at the intermediate and global interconnect levels. Isolated SWCNTs can
however replace Cu at the local interconnect level because of their much lower
lateral capacitance which improves latency for short distances 67).

Researchers have developed RLC circuit models for various CNT interconnect
alternatives and compared their performance with Cu interconnects. RLC cir-
cuit models have been developed for individual SWCNTs 67),74),75), SWCNT bun-
dles 12),77) and MWCNTs 77),78). Other studies have presented some interesting
discussions on the impact of process variations on CNT performance 79) and the
possibility of CNTs replacing Cu interconnects in future FPGA fabrics 80). All of
these studies have shown that CNT interconnects are a viable alternative to Cu
interconnects in future technologies.

4.3 Challenges
Much work however still needs to be done to develop and improve fabrication

techniques, and resolve the open problems in the area of CNT-based intercon-
nects, some of which are enumerated below:

(i) Inefficient metal-nanotube contacts: It has been observed 71) that imper-
fect metal-nanotube contacts that are fabricated today give rise to an additional
contact resistance which makes propagation delay on CNT interconnects higher
than with Cu interconnects. Making a reliable contact to CNT is very challeng-
ing 71), but is a critical issue that needs to be addressed. A few studies 81),82) have
shown that state-of-the-art fabrication techniques can make it possible to reduce
contact resistance down to a very small value (a few hundred Ω).

(ii) Small mean free path length: It is important to maintain mean free path
(MFP) length for CNTs in the range of a micrometer. Due to limitations in nano-
tube fabrication technology today and the presence of defects in nanotubes, the
mean free path is much less than a micrometer. This leads to propagation delays
in CNT bundles that are larger than for Cu interconnects in future technologies.
Better fabrication techniques are needed to reduce these defects and keep the
mean free path length in the micrometer range.

(iii) Density of nanotube bundles: Densely packed nanotubes are needed for
global CNT interconnects that perform better than Cu interconnects. However,
due to the lack of control on chirality during nanotube fabrication, any bundle
of CNTs consists of metallic as well as semi-conducting nanotubes. The semi-
conducting nanotubes do not contribute to current conduction in CNT bundles,
which results in a lower effective density for the CNT bundle (creating a sparse
bundle). The sparse CNT bundle that is created has a higher resistance, and con-
sequently poor propagation delay, compared to Cu interconnects. CNT-bundles
currently fabricated do not have a very high density of CNTs 70), but improve-
ments are needed if CNT interconnects are to become viable replacements for Cu
interconnects.

(iv) Inductive effects at high frequencies: Currently, inductive effects have been
ignored while calculating propagation delay in CNTs. Inductive effects are ex-
pected to become significant at very high frequencies (greater than 10 GHz). At
such frequencies, these inductive effects can negatively influence performance on
CNTs, which needs to be addressed when comparing CNTs to Cu interconnects
in future technologies.
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5. Concluding Remarks

Traditional on-chip copper-based electrical interconnects are beginning to show
their limitations due to a number of reasons: high resistivity (due to electron grain
and grain boundary scatterings, leading to large propagation delays and poor
performance), low reliability and high susceptibility to electromigration (at high
current densities) with technology and interconnect scaling. Consequently, novel
on-chip interconnection schemes need to be explored for future high frequency
(giga- and tera-scale) electronic systems. In this paper, we presented three of the
most promising on-chip interconnection technologies that have the potential to
mitigate the difficulties faced by current on-chip metallic interconnects. Optical
interconnects convert data into light and transmit them over an optical waveguide
on a chip. Wireless interconnects convert data in RF/wireless signals that can
propagate between the transmitting and receiving antennas on the chip, without
the need for any metal wires. Carbon nanotubes utilize rolled sheets of graphene
to transmit current, with less crosstalk and lower propagation delay than metallic
interconnects. All three of these emerging technologies have several issues and
open problems (such as the need for improvements in fabrication technology)
that must be resolved before they can be adopted as part of on-chip interconnect
fabrics. With the rapid advances in technology, it is however only a matter of
time before one or more of these technologies becomes feasible and advantageous
to use in tomorrow’s VLSI designs.
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