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Chemical and biological activities of compounds provide valuable information for discov-
ering new drugs. The compound fingerprint that is represented by structural information of
the activities is used for candidates for investigating similarity. However, there are several
problems with predicting accuracy from the requirement in the compound structural similar-
ity. Although the amount of compound data is growing rapidly, the number of well-annotated
compounds, e.g., those in the MDL Drug Data Report (MDDR) database, has not increased
quickly. Since the compounds that are known to have some activities of a biological class of
the target are rare in the drug discovery process, the accuracy of the prediction should be
increased as the activity decreases or the false positive rate should be maintained in databases
that have a large number of un-annotated compounds and a small number of annotated com-
pounds of the biological activity. In this paper, we propose a new similarity scoring method
composed of a combination of the Tanimoto coefficient and the proximity measure of random
forest. The score contains two properties that are derived from unsupervised and supervised
methods of partial dependence for compounds. Thus, the proposed method is expected to
indicate compounds that have accurate activities. By evaluating the performance of the pre-
diction compared with the two scores of the Tanimoto coefficient and the proximity measure,
we demonstrate that the prediction result of the proposed scoring method is better than
those of the two methods by using the Linear Discriminant Analysis (LDA) method. We
estimate the prediction accuracy of compound datasets extracted from MDDR using the pro-
posed method. It is also shown that the proposed method can identify active compounds in
datasets including several un-annotated compounds.

1. Introduction

A compound similarity and screening method
have to meet important criteria in order to be
used in current drug discovery and develop-
ment 1),2). Specifically, the completion of the
human genome project has a serious impact on
the drug discovery process. As a consequence of
its completion, the targets of a particular gene
family have become available, and genomics
methods are being developed to identify protein
targets for novel drug candidates 3). To iden-
tify these targets, systematic exploration of se-
lected target families, without prior restriction
to a specific therapeutic area, appears to be a
promising method by which to improve the lig-
and identification process in drug discovery. In
addition, as the progress of the High Through-
put Screening (HTS) technology in combinato-
rial chemistry has increased the number of com-
pounds to enable researchers to estimate their
activities rapidly, research analyzing similarity-
based identification of ligands requires more ef-
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ficient and time saving methods.
In selecting a suitable compound as a ligand,

large chemical databases and combinatorial li-
braries have become increasingly important in
chemical research, and structural information
need to be searched in an appropriate manner.
Therefore, we need to consider the basis in com-
pound activity: “Structurally similar molecules
are expected to exhibit similar physical prop-
erties or, similar biological activities”4). This
hypothesis helps us to select compounds that
have similar activities. Based on this hypoth-
esis, substructure searching is used for the re-
trieval of all the compounds in a database that
contain substructures with activities 5). The
substructure or fragment searching has been
improved to provide a valuable tool for access-
ing databases of compound structures using the
measurement of a numerical distance among
the structural queries 1),6). Similarity searching
can retrieve compounds that are sorted in order
of similarity rank. High-ranked compounds are
likely to have similar biological properties to the
query. In general, in order to identify such bi-
ological properties of compounds, a fingerprint
of the chemical structure must be obtained and

46



Vol. 49 No. SIG 5(TBIO 4) A Combination Method of Tanimot Coefficient and Proximity Measure 47

the distance in the compound space must be
calculated. The MACCS key and the Tani-
moto coefficient have been proposed for these
purposes 7),8). This representation of chemi-
cal structure as a string of binary bits and the
above-mentioned distance allow a very efficient
searching method based on biological similar-
ity 7),9).

On the other hand, evaluating the structural
similarity, several well-known methods in statis-
tics and machine learning algorithms have been
applied. All of these methods (e.g., decision
tree 10), artificial neural networks 11),12), par-
tial least squares 13) and support vector ma-
chine 11)) have many successful merits in the
structural similarity and screening methods.

However, there are several problems with ac-
curate prediction that arise from the require-
ment in the compound structural similarity
searching. One of the problems is the num-
ber of biologically annotated compounds is in-
sufficient compared with the total number of
compounds. In fact, although the amount of
compound data is growing rapidly, the number
of newly biological annotated compounds has
not increased quickly. Such databases contain
enormous numbers of un-annotated compounds
and few of the annotated compounds of the bio-
logical activity. Additionally, applying machine
learning technique still remains quite limited.
One of the reasons for this comes from the fact
that such tools do not possess appropriate fea-
tures required for their successful use. For ex-
ample, artificial neural networks and nonlinear
support vector machine have high performance.
However, artificial neural network is not ef-
ficient in dealing with high-dimensional data
without dimension reduction or preselection of
descriptors. Nonlinear support vector machine
is capable of dealing with high-dimensional data
but is not robust to the presence of a large num-
ber of irrelevant descriptors, thus requiring pre-
selection of fingerprint. Decision tree is prob-
ably the closest to having the desired combi-
nation of features. It handles high-dimensional
data well, has the ability to ignore irrelevant
descriptors, and handles multiple class of ac-
tivity. However, even decision tree usually has
relatively low prediction accuracy, and does not
provide a good score to perform compound sim-
ilarity.

In this paper, we propose a similarity search-
ing and screening method to estimate some
scores and distributions of variance by means of

measures between the Tanimoto coefficient and
proximity measure 14) and a method to com-
bine the Tanimoto coefficient and the proximity
measure in order to improve prediction accu-
racy. Here, the proximity measure is a new en-
semble method called random forest in machine
learning algorithms to measure the similarity
with high-dimensional data by using decision
trees. Specifically, random forest is efficiently
estimated to predict compound activity, and
to classify biological cluster in compound sub-
sets 15),16). Applying this method to similarity
search, we can obtain efficient performance for
searching compounds in some activities, with-
out reoptimization of the fingerprint.

The remainder of this paper is organized as
follows. In Section 2, we describe the proposed
method and related algorithms, the Tanimoto
coefficient, random forest classifier 14), the prox-
imity measures, and a linear discriminant anal-
ysis. Section 3 describes the datasets used in
the present estimation in a drug database. Sec-
tion 4 presents the obtained results and a dis-
cussion. Finally conclusions are presented in
Section 5.

2. Method

In this section we present the proposed
method, which is based on the MACCS key, the
Tanimoto coefficient, random forest, proximity
measures, and their features. In addition, we
present a Linear Discriminant Analysis (LDA)
to evaluate the prediction accuracy and to com-
bine the scores between the Tanimoto coeffi-
cient and the proximity measure.

2.1 Input Variables
In the present study, we use the MACCS

key, a fingerprint proposed by MDL, as the
input variable of feature quantity of the com-
pound structure. This structure representa-
tion based on compound fragments is con-
structed by a string of keysets, which indicate
whether a fragment of a specific substructure
exists in the compound. Fragments of chemical
structures can be coded in binary keys, which
are presented as sequences of 0 s and 1 s (bit-
strings). Here, 0 represents a fragment that
does not exist in the structure; otherwise, the
bit is 1, which indicates that the fragment ex-
ists. Specifically, this characteristic structure
sequence, called the fingerprint, of the MACCS
key has a length of 166 keysets 17). To cre-
ate these representations, the underlying tech-
nology is based on the general molecule per-
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Fig. 1 Compound representation of the MACCS key.

ception algorithm, which perceives the number
of atoms, bonds, and custom properties. The
mapping of these properties into the binary key-
sets is performed under software control. For
example, if compound include a Fluorine atom
in their structure, the term of “Key 42” in the
MACCS key denote 1. Also, an existence of
3 ring structures provides 1 to “Key 22” (as
shown in Fig. 1).

2.2 Classifier Methods
In this study, we consider two methods,

the Tanimoto coefficient and proximity mea-
sures, to evaluate compound similarity using
the MACCS key.

In order to measure the similarity between
two compounds using the above described fin-
gerprint, a number of similarity measures have
been proposed. We consider a widely used sim-
ilarity measure called the Tanimoto coefficient,
which is defined by

s = c/(a + b − c) (1)
where a is the number of 1 s of the fingerprint
of compound A, b is the number of 1 s of that of
compound B, and c is the number of 1 s common
to both A and B 6)

In a similarity search using this measure of
the fragments that are represented by finger-
prints, the compounds in the database are ag-
gregated by biological activities, and it is thus
appropriate to select similar compounds in data
comparison of the coefficient. In addition, the
small compounds in the same subset of an ac-
tivity are likely to have few 1 s in a fingerprint
because the Tanimoto coefficient, for example,
does not take into account a common absence of
features. For classification, the highest ranked
compound will be selected as a class of the final
subset. Since c ≤ min(a, b), low-similarity (and
consequently high-dissimilarity) values will be
obtained with small compounds.

In machine learning, random forest is a clas-

sifier that consists of several decision trees and
outputs the class, which is the vote of the
classes output by individual trees. This method
combines Breiman’s bagging 18) concept and
Ho’s random subspace method 19) to construct
a collection of decision trees 14). Usually, in the
study of Quantitative Structure-Activity Rela-
tionships (QSAR) 15),20), random forest consists
of B trees {T1, ..., TB}. For compound activity,
a set of their class labels is

Y = {Cl | l = 1, . . . , m} (2)
where Cl is a class label, and m is the total num-
ber of the classes. Each compound has a vari-
able X = {x1, ..., xp} which is a p-dimensional
vector of compound descriptors or fingerprints
associated with their structure.

Here, we consider the training procedure of
random forest for given data

D = {(X1, Y1), ..., (Xn, Yn)}
where Xi, i = 1, . . . , n, is a p-dimensional vector
and Yi is a class label. For above data D, the
training procedure is as follows:
( 1 ) Each tree is grown by bootstrap sam-

pling. Each tree of size n is randomly
drawn from the original data of n points
and returns.

( 2 ) For each bootstrap sample, the decision
trees in the random forest are grown by
the CART algorithm 21),22) to full length
and are not pruned back. At each node
of a tree, the random forest algorithm
randomly selects mtry descriptors or fin-
gerprints as input variables, and used
them to choose the best possible split.
Generally, this algorithm is sufficiently
robust for the selection of the number
mtry, whose value is usually chosen as
the square root of the total number of
variables.

( 3 ) The number of trees in the forest is grown
until achieving a low error rate of conver-
gence.

A bth desicion tree Tb for an compound with
fingerprint of X outputs a class label Ŷb(X) ∈ Y
as its prediction. Thus, the ensemble of trees
outputs the class labels {Ŷ1(X), ..., ŶB(X)}.
The outputs of all trees are aggregated to de-
cide one final prediction, Ŷ . For simple classifi-
cation problems, Ŷ is a class label predicted by
the majority of trees. This voting rule is given
by
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Ŷ = arg maxy∈Y

B∑

b=1

I(Ŷb(X), y) (3)

where I is the following indicator function:
I(κ1, κ2) = 1 if κ1 = κ2, and 0 otherwise.

In addition, in our classification analysis, we
use the proximity measure of the above classi-
fier trees to predict the similarity between two
compounds in the fingerprint space. For the es-
timation of two compounds for the evaluation
of the similarity by which to classify the as-
signed labels as each class, the proximity mea-
sure is defined as the probability of assigning
two compounds to the same node of the ensem-
ble trees. Although general researchers may be
interested in the random forest voting classifier
in order to determine the tree that is most rel-
evant to the activity of interest, some studies
have reported that the proximity measure of a
random forest can be calculated between any
pair of compounds in clustering analysis 15),16).
Given two compounds that have the variables
X1 and X2, the proximity measure p̂ is

p̂ =
1
B

B∑

b=1

I(Ŷb(X1), Ŷb(X2)) (4)

More specifically, this measure of proximity
has two advantages. This proximity measure
is supervised because the proximity measure of
random forest is created by the compounds de-
pending on each dataset and database. With
a small positive example with randomized un-
annotated compounds, the proximity measure
can learn the scores between compounds ef-
ficiently. However, positive examples are re-
quired when the proximity measure is retrieved.
On the other hand, since the unsupervised
method of the Tanimoto coefficient cannot re-
flect the tendency, similarity searching some-
times selects irrelevant activity of the dataset.
However, the score of the Tanimoto coefficient
can adjust any dataset and make retrieval effi-
cient.

2.3 Combination of Scores
To cope with the problems associated with

the Tanimoto coefficient and the proximity
measure of random forest, we propose a new
similarity scoring system that considers their
combination using Linear Discriminant Analy-
sis (LDA). The LDA easily handles cases in
which the class frequencies are unequal and
their performances have been examined by ran-
domly generated situations 23). Given the score
distributions of the Tanimoto coefficient and

the proximity measure, we introduce the vari-
able Fi in order to make the discriminant
model.

Fi =
k∑

j=1

wjZij (i = 1 . . . n) (5)

wj is the weight variable for the variable Zij ,
which is normalized by the original scores xij .
xij denotes the classification score of the ith
group on the jth explaining variable. Zij is
given as

Zij =
xij − Mj

σj
(6)

(i = 1 . . . n, j = 1 . . . k)
where σj is the standard deviation, xj is the
classification score for the respective case for
the jth explaining variable, and Mj is the
mean of variable xj . This method maximizes
the ratio of the class variance in this specific
data set to the class variance in any particular
data set and guarantees maximal separatabil-
ity from the distributions of several variables
of the class. In the present study, in order to
increase the hit rate of similarity search, we es-
timate this method as a combination of two dis-
tributions in order to combine the scores of the
Tanimoto coefficient and the proximity measure
from Eqs. (1), (4), and (5).

F
′
i (tp) = wsZ

′
i s(tp) + wp̂Z

′
i p̂(tp) (7)

F
′
i (fp) = wsZ

′
i s(fp) + wp̂Z

′
i p̂(fp) (8)

For distributions of the true positives (tp) and
the false positives (fp), Z

′
i s and Z

′
i p̂ are repre-

sented by Eq. (6).

Z
′
i s(tp) =

si − Ms

σs
(i ∈ tp) (9)

Z
′
i s(fp) =

si − Ms

σs
(i ∈ fp) (10)

Z
′
i p̂(tp) =

p̂i − Mp̂

σp̂
(i ∈ tp) (11)

Z
′
i p̂(fp) =

p̂i − Mp̂

σp̂
(i ∈ fp) (12)

Here, we can obtain the discriminant model
F

′
tp and F

′
fp from the above equations. LDA de-

termines the appropriate distribution functions
F

′
tp and F

′
fp to combine each score of the Tani-

moto coefficient and the proximity measure de-
pending on the true positives and false positives
from the base value F

′
0.

F
′
0 =

(MF
′
tp

+ MF
′
fp

)

2
(13)
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where MFtp
and MFfp

are the mean values of
two distributions, Ftp and Ffp. The distribu-
tion function Fi can provide a classifier, which
is classified as the base value F0, that is ex-
pected to increase the accuracy of predicting
the targets. The results are presented in Sec-
tion 4.

3. Data Set

3.1 MDDR
The MDL Drug Data Report (MDDR) 24) is

a licensed database that relates biological ac-
tivities with drugs. The MDDR is a valuable
resource and the activity labeling is more than
adequate for the purpose for which it was in-
tended, which is a human-readable database
field. The information stored in the MDDR has
been used to calculate similarities and to mea-
sure biological activities in a number of stud-
ies related to drug discovery 25). Typically, a
compound in the MDDR is assigned anywhere
between 1 and 5 activity records. A compound
record consists of an activity index (e.g., 1,100),
a unique compound index (e.g., 80,003), and its
MACCS key. The version of the MDDR that
is used herein (2004.2) contains 153,000 com-
pounds and 690 distinct activity indices.

3.2 Ligand Ontology
Ligand ontology, an annotation schema into

ligand activities, has been proposed in a previ-
ous study 26). The ontology is based on four ma-
jor target classes: enzymes, G protein-coupled
receptors, nuclear receptors, and ligand-gated
ion channels, which are based on each database
established by the EC 27), GPCRDB 28), Nu-
clearDB 29) and LGICDB 30). We use the re-
sults of the annotated information in the activ-
ity records of the MDDR to apply ligand ontol-
ogy as a biological schema.

4. Results and Discussion

In this study, we used R, an open source sta-
tistical computing software from the R project
for Statistical Computing, to perform data
analysis 31).

4.1 Data set for Experiment
The compounds in the MDDR2004.2 data-

base were sampled as data sets from the activ-
ity class associated with the target protein on
the ligand ontology (shown in Table 1). Here
we used Estrogen and Dopamine classes which
have known activity as the target proteins of
Estrogen and Dopamine receptors, respectively
(shown in Table 2). The Dopamine ligand ex-

Table 1 MDDR activity class and ligand ontology.

activity class LO Parent
Dopamine (D1) Antagonist dopamine
Dopamine (D3) Antagonist dopamine
Dopamine (D4) Antagonist dopamine
Estrogen estrogen-like
Estrogen Receptor Modulator estrogen-like
Antiestrogen estrogen-like

LO : Ligand Ontology

Table 2 Classes and the number of training sets.

MDDR activity class no. in class
Dopamine (D1) Antagonist 180
Dopamine (D3) Antagonist 280
Dopamine (D4) Antagonist 674
Estrogen 257
Estrogen Receptor Modulator 210
Antiestrogen 297
randomly selected 1,000

amples we selected were predicted all amine
binding GPCR (G-protein coupled receptor)
ligands, and their subsets (e.g., Dopamine D1
antagonist, Dopamine D3 antagonist) have sim-
ilar biological property. Also, the estrogen lig-
and examples have several subsets and they
were predicted as ligand of the nuclear recep-
tors. It is suitable for evaluating the multi-
class prediction and the similarity scoring in our
study because they have the appropriate num-
ber of the subsets under the “estrogen-like” and
“dopamine” parent classes and their biological
subsets have the well-known activity 3).

All compounds of these data sets have ac-
tivity classes that were selected as the target
receptor. Thus, the other data, with the excep-
tion of the reference class, is randomly selected
and is designated as belonging to the “other”
class. The former and latter data sets are re-
garded as positive examples and negative ex-
amples for predicting activity in our method,
respectively. These data sets are merged into a
single set, and randomly split into two subsets
as experimental data. The first half served as a
candidate data set for similarity searching and
the second half was used to form a reference set
(training data).

4.2 Classifier
First, we discuss a similarity measure of the

Tanimoto coefficient, so as to provide a coop-
erative line of performance for the similarity
measure based on simple compound structural
distance. Also, we show the results of prox-
imity measure to consider different points be-
tween the Tanimoto coefficient and the prox-
imity measure. Table 3 and Table 4 list the
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Table 3 Success rate of estrogen.

method success rate(%)
Proximity 1 nn 86.7
Proximity 3 nn 85.0
Proximity 10 nn 84.9
TC 1nn 80.9

nn : Nearest Neighbor
TC : Tanimoto Coefficient

Table 4 Success rate of dopamine.

method success rate(%)
Proximity 1 nn 89.5
Proximity 3 nn 89.1
Proximity 10 nn 89.5
TC 1nn 84.4

nn : Nearest Neighbor
TC : Tanimoto Coefficient

results of the success rate, which is defined as
follows, for each of the three types of k-nearest
neighbors (k-nn) for the proximity measure and
the Tanimoto coefficient.

Success Rate =
tp + tn

tp + tn + fp + fn
(14)

where tp, fp, tn, and fn are the number of true
positives, false positives, true negatives, and
false negatives, respectively. Here, 1 nn, 3 nn,
and 10 nn are the number of nearest neighbors
extracted for each scored rank using proxim-
ity measure. These success rates denote precise
values of prediction for activity classes. The
data in Tables 3 and 4 indicate that the k-nn of
the proximity measure performed better than
the Tanimoto coefficient for these data sets for
both the Estrogen and Dopamine target classes.
These results also show that the distance of the
proximity measure differs from that of the Tani-
moto coefficient, and that the nearest neighbors
of the proximity measure do not have a serious
influence on the class discrimination.

Figures 2 and 3 show the results for pre-
cision when the activity classes are predicted
using each classifier.

The most frequently used and basic measure
for information retrieval effectiveness is preci-
sion. Precision is the fraction of the retrieved
compounds that are relevant to successfully re-
trieval. Usually, precision is usually measured
as the ratio between the true positive rate pre-
dicted and the true positive rate of all of the
predictions of each classifier.

Precision =
tp

tp + fp
(15)

If all of the predicted classes are correct, this
measurement can retrieve the compounds as a
perfect classifier without any mistakes.

Fig. 2 Precision of proximity measure and Tanimoto
coefficient for Estrogen. The bars labeled TC,
1 nn, 3 nn and 10 nn denote the precision of the
Tanimoto coefficient and proximity measures
for 1 nn, 3 nn, and 10 nn, respectively.

Based on this data, the proximity measures
exhibit comparable or better precision than the
Tanimoto coefficient. As mentioned previously,
one focus of the present study for classifica-
tion in drug discovery is a method by which
to improve the true positive rate of similar-
ity search by deselecting several un-annotated
compounds. The reason for the slightly higher
degrees of precision of classes remains unclear.
However, in the previous study15), the proxim-
ity measure was already mentioned that it could
show good performance of the hierarchical clus-
tering. The Tanimoto coefficient, on the other
hand, does not take into account the discrimi-



52 IPSJ Transactions on Bioinformatics Mar. 2008

Fig. 3 Precision of proximity measure and Tanimoto
coefficient for Dopamine. The bars labeled TC,
1 nn, 3 nn and 10 nn denote the precision of the
Tanimoto coefficient and proximity measures
for 1 nn, 3 nn, and 10 nn, respectively.

nating power and treat all fingerprints equally,
which resulted in lower performance. Also,
from Figs. 2 and 3, the proximity measure can
predict each class with accuracy. This inves-
tigation for the precision scores of the proxim-
ity measure and the Tanimoto coefficient would
show that the proximity measure corresponds
to the general similarity distance in the rate of
score ranking.

Figures 4 and 5 present the results for
the Receiver Operating Characteristic (ROC)
curves comparing each of the activity classes.
In the signal detection theory, the ROC curve
is a graphical plot of true positives vs. false pos-

Fig. 4 ROC curves of the proximity measure and the
Tanimoto coefficient for each Estrogen class.
The solid, bold solid, bold dashed and dashed
lines denote the ROC curves of the Tanimoto
coefficient and proximity measures for 1 nn,
3 nn, and 10 nn, respectively.

itives. The ROC analysis provides tools for
selecting possibly optimal models and discard
suboptimal models independently from (and
prior to specifying) the cost context or the class
distribution.

In our study of multi-class classifiers, to han-
dle n classes, it is necessary to produce n differ-
ent ROC curves, one for each class ci. For the
set of all classes C, the ROC curves plot the
classification performance using the correctly
predicted class ci as the positive case Pi and
all other predicted classes as the negative case
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Fig. 5 ROC curves of the proximity measure and the
Tanimoto coefficient for each Dopamine class.
The solid, bold solid, bold dashed and dashed
lines denote the ROC curves of the Tanimoto
coefficient and proximity measures for 1 nn,
3 nn, and 10 nn, respectively.

Ni
32),33):
Pi = ci (16)

Ni =
⋃

j �=i

cj ∈ C (17)

Figures 4 and 5 show that the scores based on
the proximity measure provide relatively simi-
lar results to the Tanimoto coefficient in each
class. In addition, for only a Dopamine (D1)
antagonist, one obvious result of high degree
of prediction in 1 nn of proximity measure is
caused by the lower number of class subset

to select similarity rankings. It can be seen
that the proximity measure is comparable of
the score rate except for a small number of the
training data and validating data less than 100.

Note that the increases in the success rate
and the accuracy of the proximity measure were
caused by the deselection of randomized un-
annotated class. These data can condense the
information contained in a set of candidate ac-
tivity of the proximity measure, potentially re-
sulting in better quality hit-lists than any of the
hit-lists provided by the candidate rankings of
the Tanimoto coefficient. Owing to its good
performance in the proximity measure, these
data provide not only a supervised quantitative
value for the degree of resemblance between two
compounds, but also their alignment without
parameter tuning.

In addition, these results include the possibil-
ity of the accuracy rate of activities discovered
when the two rankings of the Tanimoto coef-
ficient and proximity measure are fused. The
ROC curves show that the fusion-generated
hit-lists might contain more accurate activities
than either of the only candidate rankings by
using the Tanimoto coefficient.

4.3 Combination of Scores
Figure 6 presents the results for the score

distribution of the proximity measure and the
Tanimoto coefficient obtained from the above
experiments. This figure shows the dependency
of the prediction results of each class. These
scores by proximity measure vs. Tanimoto co-
efficient are plotted and can provide to con-
sider.

Figures 7 and 8 show the results of preci-
sion plots before and after the consideration of
the LDA for estrogen and dopamine classes, re-
spectively. The true positive rates increase by
the combination of the Tanimoto coefficient and
the proximity measure. In addition, the pre-
diction accuracy of the Dopamine (D1) antag-
onist class decreases because of their difficulty.
In only Dopamine (D1) antagonist class, our
combination model of LDA cannot create well,
caused the number of all training data is less
than 100 and the training data to create LDA
model is also less than 50. As a result, the com-
bination method is sensitive to only the num-
ber of training data. The line with results of
our study showing that more than 100 ligands
which have a subset can be recognized more ef-
ficiently with our combination method defined
by supervised and unsupervised. But, in this
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Fig. 6 Score distribution charts of the Tanimoto co-
efficient and the proximity measure for each
Estrogen class. Horizontal and vertical lines
represent the scores of the proximity measure
and the Tanimoto coefficient, respectively. The
black and white dots denote true positives and
false positives, respectively.

situation, even other way of only the Tanimoto
coefficient or other supervised method cannot
be expected very good accuracy of the predic-
tion.

In our study, the three types of searches of
LDA produce relatively better performance for
retrieved accuracy with respect to the number
of active compounds retrieved. This procedure
was used to test the hypothesis that there is a
statistically significant difference in the scores
of the active compounds retrieved by the two
types of compound distance. The Tanimoto co-

Fig. 7 Precision of the proximity measure and the
Tanimoto coefficient for Estrogen. The bars la-
beled TC, PM 1nn, and LDA denote the preci-
sion of the Tanimoto coefficient, the proximity
measure for 1 nn, and their combination (LDA),
respectively.

efficient treats all bits of the MACCS key for the
same importance, although the bits provides
implicit information on the compound struc-
ture which depend on the activity. But, the
Tanimoto coefficient can predict well on the in-
formation of simple chemical distance. On the
other hand, the proximity measure has an im-
portant influence on individual class for each
bit. Some compound classes are characterized
by the multiple occurrences of structural fea-
tures, such as a bit of the MACCS key, the
weighted bits by the proximity measure can dis-
criminate between active class.
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Fig. 8 Precision of the proximity measure and the
Tanimoto coefficient for Dopamine. The bars
labeled TC, PM 1nn, and LDA denote the pre-
cision of the Tanimoto coefficient and proxim-
ity measures for 1 nn, and their combination
(LDA).

These combination can provide the results of
our study showing that the tendency of dis-
tribution for the true positives and false pos-
itives of the Tanimoto coefficient and the prox-
imity measure generated the improvement of
the retrieval accuracy. The LDA with the
proximity measure and the Tanimoto coeffi-
cient is efficient tool for the compound selection
when the database includes the positive tar-
get compounds and the similar negative com-
pounds.

5. Conclusion

Fingerprint-based structural representation
and the Tanimoto coefficient are very widely
used for similarity searching and virtual screen-
ing of chemical databases. Although both
are efficient and effective for prediction, the
fingerprint and the Tanimoto coefficient ex-
hibit several undesirable characteristics, and
there is continuing interest in alternative ap-
proaches. We have described the methods
of the proximity measure on similarity search
and a method combining the different dis-
tances on fingerprint space and have succeeded
in efficient similarity searching of large chem-
ical databases. We have shown that such
searches are effective for improving the degree
of predicted accuracy. Experiments with the
MDDR and the activity prediction of similar-
ity searches demonstrated that even proximity-
measure-based searching is comparable in effec-
tiveness to Tanimoto-coefficient-based search-
ing. The Tanimoto coefficient and the prox-
imity measure identify active compounds from
the experimental datasets including several un-
annotated compounds. The results of the pro-
posed method and compound activity analyses
revealed a useful method of obtaining similar-
ity scores, and these observations could be ra-
tionalized considering some inherent features in
the calculation of chemical structures.
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