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Abstract: Many low-energy MAC and routing protocols have been proposed for Wireless Sensor Networks (WSNs)
since reducing energy consumption is a primary concern to meet the requirements of practical applications. Reduc-
ing delivery delay is, indeed, another promising requirement in WSNs because a large part of applications of WSNs
intends to watch the sensed objects in real time although the amount of allowable delay differs according to cases.
In this paper, we deal with a class of receiver-initiated MAC protocols, which is a promising energy-efficient MAC
mechanism, and propose to schedule beacon timings so as to reduce the delivery delay of data packets. The key idea is
to schedule beacon timings in the sequence of distance from leaf node to the sink node and reduce the time of packets
staying at each node. Specifically, each sensor node selects a time slot to send beacon in a distributed manner based
on their distances (i.e., hop counts) from the sink node, and autonomously adjusts its beacon timing to avoid frame
collisions. Computer simulations show that the proposed protocol can collect data in a shorter time with less energy
consumption than the conventional receiver-initiated MAC protocols.
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1. Introduction

In recent years, wireless sensor networks (WSNs) have at-
tracted a lot of attention as an infrastructure for various moni-
toring applications, such as environmental monitoring [1], health
care [2] and surveillance [3]. In general, WSNs consist of a large
number of low-cost battery-powered devices (called “nodes”)
that have sensing and wireless communication functions. While
WSNs can be easily deployed due to the battery-powered nodes,
reducing energy consumption has been a primary concern to meet
the requirements for network life-time of practical applications.

Many researchers propose MAC protocols utilizing “duty cy-
cling” [4], [5] for energy saving in WSNs. In the duty cycling
technique, each node turns its radio modules on and off accord-
ing to its active/sleep schedules. Duty cycling can drastically
reduce energy consumption, since, in general, radio modules
consume most of the energy in WSNs. For example, TelosB
TRP2420CA [6] consumes about 23 mA, 21 μA, and 1 μA in re-
ceive mode, idle mode, and sleep mode, respectively.

Receiver-initiated MAC protocols [7], [8], especially, can
achieve good duty-cycling properties compared with sender-
initiated MAC protocols [9], [10], [11]. In these protocols, re-
ceiver nodes are responsible for starting communication. When a
node has data frames in its transmission queue, it transits to ac-
tive mode and waits for the receiver to be also active. On the other
hand, the receiver node informs the sender nodes that it is ready
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to receive data frames by small beacon frames. When the sender
node can receive the beacon frame, it transmits the data frames to
the receiver. Note that if no frame arrives after the beacon frame,
the receiver can return to sleep state quickly. By reducing sig-
naling duration, the receiver-initiated protocols can improve the
energy efficiency and the spatial reusability.

Improving data collection delay is another promising require-
ment in WSNs, because a large part of monitoring applications in-
tends to watch the sensed objects in real time although the amount
of allowable delay differs depending on situations. In general,
sensed data is delivered to a sink node through a tree-shaped
multi-hop network. Therefore, to deal with increasing demand
for real-time monitoring applications, it is required to relay data
frames with short waiting time at each hop. However, although
receiver-initiated MAC protocols are promising approaches, most
of these protocols are not designed to consider the per-hop delay.

In this paper, we propose a novel receiver-initiated MAC pro-
tocol to improve the data delivery delay. The key idea of the
proposed protocol is to schedule beacon timings in the sequence
of distance from leaf nodes to the sink node so that data frames
are forwarded with small duration staying at each node. The pro-
posed protocol constructs a tree-shaped network for data collec-
tion, and schedules beacon timing of each node based on topol-
ogy information. Specifically, in the proposed protocol, an oper-
ation cycle (that corresponds to beacon interval) is divided into
time slots. Each sensor node selects a slot to send beacon in
a distributed manner based on their distances (i.e., hop counts)
from the sink node. In addition, in order to avoid frame collisions
within a slot, each node adjusts its beacon transmission timing
within the selected slot.

The contributions of this paper are as follows: 1) guaranteed
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delay bound: The proposed protocol assigns beacon transmission
of each node into the time slot corresponding to its hop count.
This means that the maximum per-hop delay is guaranteed to be
less than the slot duration. As a result, the proposed protocol can
improve the leaf-to-sink delivery delay. 2) improved power ef-

ficiency: The proposed protocol schedules beacon timings with
strict time offsets. Therefore, each node can predict its parent’s
next beacon timing strictly so that it can sleep until just before the
predicted time. As a result, the proposed protocol can improve the
energy efficiency by reducing idle listening.

The reminder of this paper is as follows. Related work is
introduced in Section 2. Section 3 introduces receiver-initiated
paradigm, which is the basis of our proposed protocol. Section 4
describes the detail of the proposed protocol, and it is evaluated
in Section 5. Section 6 concludes this paper.

2. Related Work

Only a few receiver-initiated MAC protocols considering the
data collection delay have been proposed [12], [13]. In these pro-
tocols, each node schedules its active/sleep state leveraging the
topology information (i.e., hop counts from the sink node).

Wada et. al. extends RI-MAC by applying the stair-like
sleep mechanism [12], where RI-MAC [7] is the representative
receiver-initiated MAC protocol. They found that heavy con-
tention due to many competing senders wastes significant listen-
ing time, resulting in increasing delay as well as wasting energy.
Note that several studies such as Ref. [15] reported that the idle
listening consumes significant power and is a major factor to re-
duce network lifetime. Their idea in Ref. [12] for this problem is
to determine sleep-time duration according to the distance (i.e.,
hop-count) from the sink node, i.e., nodes closer to the sink wake
up more frequently. They showed that the wasteful listening time
is reduced due to a large number of competing nodes, resulting in
low delay and improved network capacity. However, their method
in turn requires near-sink nodes to wake-up frequently, which re-
duces efficiency in power consumption.

REA-MAC [13] schedules beacon transmissions in a similar
way to our proposed method, namely, each node selects a slot to
broadcast a beacon based on its hop count from the sink node
so that frames are forwarded in a pipeline manner. When some
frames remain in the queue at the end of a time slot, the corre-
sponding node pair can use the succeeding time slot to send the
remaining frames.

The main difference between REA-MAC and the proposed
method is the method to avoid beacon collision. While REA-
MAC avoids beacon collision by randomizing beacon timings
within the selected slot, the proposed method coordinates beacon
timings with neighbor nodes. Since the senders can easily predict
receivers’ beacon timings in the proposed method, they can sleep
until just before the predicted timings. As a result, the proposed
method can save idle listening time, and energy.

3. Receiver-Initiated MAC Protocol (RI-
MAC) [7]

This paper proposes to schedule beacon transmissions on the
basis of the receiver-initiated paradigm, because it has potential

Fig. 1 Frame transmission in RI-MAC.

to significantly improve the energy efficiency of WSNs. The
receiver-initiated paradigm allows nodes to operate at low duty
cycle. In this section, we briefly introduce RI-MAC, which is the
representative receiver-initiated MAC protocol. Figure 1 shows
the frame transmission of RI-MAC. Note that this is the common
and fundamental operation in receiver-initiated MAC protocols.
In the figure, black and white boxes represent transmitted frame
and received frame, respectively. Boxes written as “B” and “AB”
represent beacons and ACK beacons, respectively, where ACK
beacon has both roles of beacons and ACK frames. Active pe-
riod of each node is shown in gray area, whereas sleep period
in white area. In RI-MAC, each node broadcasts a short beacon
frame when it wakes up and is ready to receive data frames. The
beacon works as the trigger to start data transmissions. If no data
packet arrives during a certain period after the beacon transmis-
sion, it means that no neighboring node has data frames to send.
Therefore, the node quickly returns to sleep state and reduces the
energy consumption.

On the other side, a sender who has data frames in its trans-
mission queue listens to the channel and waits for beacons. If it
receives a beacon from the receiver of the next frame, it transmits
the frame after the random back-off. Note that the idle listen-
ing time can be significantly reduced if the sender wakes up just
before the beacon by predicting the timing of the beacon. On re-
ceiving the data frame, the receiver sends back an ACK beacon
frame that returns acknowledgment to the sender while inviting
another data frame transmission.

Since beacon frames have an important role in frame trans-
missions, beacon transmissions should be carefully scheduled to
avoid collisions. In RI-MAC, each node schedules next beacon
transmission after random time between [ 1

2 T, 3
2 T ], where T is the

average beacon interval, to avoid continuous beacon collisions
between two nodes.

Another notable property of the receiver-initiated paradigm is
that receivers can control senders’ behaviors with beacons. RI-
MAC [7] includes the back-off window size in beacons to control
senders’ back-off strategy for the improved communication effi-
ciency. Specifically, RI-MAC sets initial back-off window size
to zero, so that the receiver can quickly detect whether anyone
attempts to send or not. When the receiver detects frame colli-
sions, it re-calculates the back-off window size based on the traf-
fic demand and notifies it by the next beacon that invites frame
retransmission. This strategy can efficiently reduce energy con-
sumption in light-traffic environment. Note that some receiver-
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Fig. 2 Frame transmission order of the proposed protocol.

initiated MAC protocols adopt different strategies. For example,
RC-MAC [8] achieves collision-free transmissions by designat-
ing the next sender within ACK beacon. These protocols effi-
ciently utilize radio resources and avoid retransmissions to im-
prove the energy efficiency of communications.

4. Receiver-initiated MAC Protocol with
Depth-aware Beacon Scheduling

We propose a receiver-initiated MAC protocol that schedules
beacon transmissions based on node depth, i.e., the node’s dis-
tance from the sink node in hop-counts, so that data frames can
be smoothly forwarded with small delay. In this paper, we extend
RI-MAC [7] to achieve the above property. The major extensions
are twofold: 1) integration of topology management, and 2) slot-
based static beacon scheduling considering node depth.

In addition, we extend back-offmechanism of RI-MAC to sup-
port control messaging. Different from original RI-MAC, our
protocol uses a non-zero value as the initial back-offwindow size.
When a node attempts to send a control message, it sends the mes-
sage immediately after the beacon reception. In this way, control
messages have higher priority than data frames.

4.1 Frame Transmissions
Figure 2 shows the behavior of the proposed protocol on frame

transmissions, where ACK beacon is omitted for visibility. Nodes
share a common network-wide operation cycle and divide it into
N time slots. We assume that the length of the operation cycle
corresponds to the beacon interval.

Each node transmits beacons in a suitable time slot correspond-
ing to its depth, in which nodes farther from the sink send bea-
cons earlier so that the staying time of data at each node becomes
small. For example, the operation cycle is divided into three
frames (i.e., N = 3) in Fig. 2. Nodes B and C first send beacons
in the 1st time slot. (This time no data frame transmission occurs
since B and C are the deepest nodes in this network.) Then, node
A, whose depth is 1, wakes up to send a beacon in the 2nd slot.
After receiving beacons from A, B and C send data frames to A
according to the RI-MAC manner (see Section 3), and fall into
the sleep state. In the same way, node A sends those data frames
as well as its own one to the sink during the 3rd time slot. As we
have shown in this example, data frames are smoothly forwarded
from leaf nodes to the sink node within a single operation cycle,
i.e., within a certain delay bound.

Fig. 3 Tree construction.

4.2 Topology Management
4.2.1 Tree construction

When starting a data collection application, the sink node ini-
tializes the network by flooding INITIALIZE messages to con-
struct a data collection tree. An INITIALIZE message contains
parameters to schedule beacon timings: operation cycle T , start
time of operation cycle tstart, number of slots N, and sub-slot
length δ. Note that sub-slot is used to adjust beacon timings
between nodes with the same depth, which is described in Sec-
tion 4.3. Node depth (i.e., hop count from the sink node) of the
forwarder is also included in it. INITIALIZE messages are sent
repeatedly to avoid frame losses.

Figure 3 shows an example of the tree construction. Circles
and numbers inside of them mean nodes and their depth, respec-
tively. In particular, the node with depth 0 is the sink node. Depth
n/a means that the depth is not determined. Each dashed circle is
the communication range of the sender. In other words, nodes
within the range can receive the INITIALIZE message. When a
node receives the INITIALIZE message, the node transits to tree

construction state. In tree construction state, each node initializes
the beacon scheduling parameters with the informed values in the
received INITIALIZE message. The node also checks the sender
and depth field of it to record them as the neighbor information.
If the informed depth, d − 1, is smaller than any known depths of
the other neighbors, the node updates its depth to d (Fig. 3 (a)).
The neighbor nodes whose depth is d − 1 are marked as parent
candidates. Each node broadcasts an INITIALIZE message with
its depth whenever its depth is updated.

When no INITIALIZE message arrives during certain period,
Tinit, the node selects one parent node from its parent candidates
(Fig. 3 (b)). Then, the node sends a JOIN message to the selected
parent. When the joining node can receive an ACCEPT message
from the parent node, the node transits to beacon scheduling state.
Otherwise, the node contacts another parent candidate. Note that
the best node that should be selected as parent differs depend-
ing on applications and/or routing policies. Therefore, the parent
selection algorithm is out of scope of this paper.

Even when a node is in the tree construction state, it should
send (or forward) sensed data to the sink node. In this paper, we
assume that the node randomly selects a receiver from its par-
ent candidates in each frame transmission, if parent node is not
selected yet.
4.2.2 Joining Constructed Data Collection Tree

When a node attempts to join a constructed data collection
tree, it should find and contact parent node without disturbing
its neighbors’ communication. Figure 4 shows an example of the
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Fig. 4 Join process of new node N.

joining process, where newly joining node N is focused on. Node
N first passively scans neighbors’ beacons. When it receives the
first beacon from any other node, it requests the scheduling pa-
rameters from the beacon’s sender (see process (1) in Fig. 4). In
addition, if the joining node has some data to send, it also sends
the data to the beacon’s sender. Contacting the first beacon’s
sender ensures communication within an operation cycle. Oth-
erwise it may lose the opportunity for communication, since it
does not know how many neighbors there are nor when they can
communicate with it.

After receiving the first beacon, the joining node continues the
passive scan to know its position (i.e., depth) on the data col-
lection tree. During the passive scan (see process (2) in Fig. 4),
the joining node records the neighbors’ depths and their beacon
timings. Obviously, each node can know all its neighbor nodes
when it scans neighbors’ beacons during operation cycle T . How-
ever, the characteristics of the depth-based beacon scheduling can
shorten the scanning period. Since neighbor nodes will send bea-
cons at similar timings, the joining node can recognize there will
not be any other neighbor nodes when no beacon is detected dur-
ing a certain period. In such a case, the joining node turns its
radio module off. In this paper, we set this time period to the
duration of two consecutive slots.

After the passive scan, the node determines its depth as d, when
d − 1 is the minimum one among neighbors’ depths. When the
joining node determines its depth, it schedules to wake up at slots
corresponding to depths d and d − 1. In the slot for depth d, the
joining node collects neighbors’ beacons to determine its beacon
timing (that is described in Section 4.3). Then, it sends a JOIN
message to a selected parent candidate triggered by the beacon of
the parent candidate at the slot for depth d − 1 (see process (3) in
Fig. 4).

To avoid frequent tree reconstructions, we assume a new node
joins as a leaf node. This means no node sends data frames to
the joining node. Therefore, the joining node need not inform
deeper nodes about its existence. On the other hand, when the
neighbors of the joining node are at depth d, they have to know
the beacon timing of the joining node. This is because the beacon
timing of the joining node has to be taken into consideration in
beacon timing adjustment (see Section 4.3) to avoid frame col-
lisions. Unfortunately, however, it is hard for the joining node
to broadcast a message to the neighbor nodes. Although all of

them wake up to send beacons at slot for depth d, their wake-up
(and beacon transmission) timings are different from each other to
avoid collisions. Therefore, the joining node waits for its neigh-
bors’ beacons during the slot for depth d, and informs each node
about its own beacon timing by unicast (see process (4) in Fig. 4).

4.3 Scheduling Beacons Based on Node Depth
The proposed beacon scheduling method consists of two

phases: initial phase and adjustment phase. In the initial phase,
nodes roughly schedule their slots to send beacons by selecting
time slots corresponding to their depth on the data collection tree.
After that, in the adjustment phase, each node adjusts its time to
send beacons to avoid frame collisions. The time adjustment be-
havior is triggered when a node finds beacons of the neighbors
colliding with its own ones. When the collision is detected, the
node changes the beacon timing randomly within its own time
slot to avoid collision with its neighbors in the next operation cy-
cle. Note that, during these two phases, a node has to record the
time of beacons received from its parent (in the tree) and other
neighbors. To do this, it has to stay in active state during the slot
corresponding to the node.

In the following part, we describe the specific operations in the
initial and the adjustment phases.

Initial Phase:
After joining the data collection tree, each node starts schedul-

ing its beacon timing. In initial phase of beacon scheduling, each
node determines its own slots to send beacons based on its depth
in the collection tree, which it knows about during the joining
process.

First, each node divides the operation cycle, whose length
is T , into N slots. Note that the parameters T and N are in-
formed by the sink node during the tree construction period.
Then, the node selects its time slot to send beacons based on its
depth. Specifically, when the operation cycle is divided into slots
{S 0, S 1, · · · , S N−1}, a node with depth d selects slot S i according
to Eq. (1):

i = N − 1 − (d mod N). (1)

The node determines its initial offset in its slot to send bea-
cons by randomly selecting a sub-slot within the selected slot S i.
The sub-slot selection behavior is illustrated in Fig. 5. In order
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Fig. 5 Beacon timing selection within time slot.

Fig. 6 Slot selection in the initial phase.

to smoothly forward data frames, it is preferable that relay nodes
in the data collection tree have more opportunities to receive data
frames from their children. Therefore, in the proposed schedul-
ing method, nodes are to select the different parts of sub-slots as
an initial beacon transmission offset based on whether they are
relay node or not, i.e., relay nodes select the first half of sub-slots
while leaf nodes do the second half. Specifically, when slot S i

starts at time ti, the time for transmitting beacons bi is calculated
by Eq. (2):

bi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ti + δt × r (if relay node),

ti +
1
2

T
N
+ δt × r (otherwise),

(2)

where δt is the predefined time length of sub-slot that is sufficient
to send several data frames, and r is a random integer value in
range

[
0, ( 1

2
T
N − δt)/δt

]
.

Since each node transits its state autonomously, it is possible
that some nodes are in the tree construction state although the
other ones are in the beacon scheduling state. If the depth is up-
dated by INITIALIZE message, the node executes the above pro-
cedure, which formal description is shown in Fig. 6. When the
depth is not updated for a certain period of time, the node transits
to the adjustment phase.

Adjustment Phase:
After the initial phase finishes, the node transits to the adjust-

ment phase, in which each node adjusts the offset (i.e., sub-slot)
to transmit beacons such that no collision occurs with the neigh-
bor’s beacons. To judge whether a collision occurs or not, nodes
utilize the time of neighbor beacons recorded in the initial state.
Specifically, each node records the offset between its neighbors’
and own beacon timings. For example, when node A sends the

Fig. 7 Beacon timing adjustment in the adjustment phase.

beacon at b(A) and receives the beacon from neighboring node B

at b(B), node A records the offset b(B) − b(A). When some offsets
are less than δt, the node judges that collisions could occur and
reschedules its own beacon timing.

Nodes reschedule their beacon timings in a similar way as
scheduling in the initial phase. The differences are the two restric-
tions that avoid new collision brought from moving the sub-slots
of beacons. The first one is excluding sub-slots that have been oc-
cupied by another neighbor’s beacons, which directly avoids col-
lisions. The other is using all sub-slots instead of selecting a half
part of them according to the type (i.e., relay or leaf) of nodes,
which reduces the collision probability. Formally, we show the
pseudo code of those operations in Fig. 7.

Note that one problem arises in avoiding collision: when mul-
tiple nodes transmit beacons simultaneously and collide, nodes
around there cannot even tell which beacons collide. Namely, if
a node sends a beacon and it collides, the node cannot detect the
collision as well as the collided neighbor. To solve the problem,
we in the proposed scheduling method introduce NACK frames.
Specifically, we suppose three nodes A, B, and C, where node A
is a hidden node of node C (and vice versa), and node B is in
both of the communication ranges of nodes A and C. If A and C
transmit beacons simultaneously, B receives an undecodable sig-
nal due to collisions. In this case, B broadcasts a NACK frame
as the response of the signal to notify that the collision occurs.
When nodes A and C receive the NACK frame as the response of
their beacon, they start to move their sub-slots in the same way as
described above.

During adjustment phase, every node keeps in active state to
check the offset for neighbors’ beacons until the end of its own
slot. When a node observes that no neighboring node changes its
beacon timing during two consecutive operation cycles, the node
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ends the adjustment phase and starts duty-cycling.

4.4 Duty-Cycling
In duty-cycling, nodes basically have only to periodically wake

up and transmit beacon frames. Only when it has some data
frames, it additionally wakes up to transmit the data frames
slightly before the predicted parent’s beacon timing. In this paper,
we assume that nodes wake up 50 ms before the parents’ beacon
timings to absorb the influence of so-called clock drift. When the
node receives ACK beacon after the data transmission, it checks
its transmission queue. If some data frames remain, the node
continuously attempts to send the remained frames. Otherwise, it
returns to sleep state.

As long as senders have data frames in their queues, the re-
ceiver repeatedly transmits beacon frames (typically, as ACK
beacons). However, if it is expected that data transmission would
not be completed at the end of the time slot, the receiver sets the
end flag in the beacon and transmits it. When senders receive a
beacon with the end flag, they stop sending data frames and return
to sleep state. Then the receiver waits for its parent’s beacon.

A node may receive no signal (including error frames) from its
parent on the scheduled beacon timing for several reasons, such
as degraded channel condition or move of the parent node. In
such case, it keeps wakeup state and waits for beacons of other
parent candidates. When it receives a beacon from another parent
candidate, it regards the beacon’s sender as a temporal parent and
forwards data frames. Note that if it cannot receive any beacon
until the end of the parents’ slot, it stores the data in its buffer.

If a node cannot receive any beacon from its parent during
three consecutive operation cycles, it judges that the parent node
becomes not available and attempts to rejoin the data collection
tree. Since the rejoining node already knows the parent candi-
dates, it just sends a JOIN message to another parent candidate.
If any alternative parent is not available (i.e., the lost parent was
the last parent candidate), the rejoining node reconstructs the sub-
tree whose root is itself. In this reconstruction, the rejoining node
increases its depth by one (i.e., its depth is updated to d + 1) and
informs its children that it is no longer their parent by sending a
beacon frame with the incremented depth. Receiving this beacon
frame, the children of the rejoining node select another parent
node. Then, the rejoining node sends a JOIN message to a se-
lected neighbor node whose depth is d.

5. Performance Evaluation

We evaluated the performance of the proposed protocol
through computer simulation. We used a handmade simulator
written in Java, which simulates MAC protocols over a prede-
fined collection tree. To evaluate the performance of the proposed
protocol, we compared the proposed protocol with two methods:
“Random” and “REA-MAC [13],” in terms of data collection de-
lay and energy consumption. In Random method, each node ran-
domly selects the time of its beacon transmission using whole op-
eration cycle, instead of applying time slot. The other behaviors
of Random method are the same as the proposed protocol.

Table 1 Parameters about wireless communication.

Parameter Value

Bandwidth 250 [kbps]
SIFS 192 [μs]
CCA 128 [μs]

Data frame length 25 [Byte]
ACK frame length variable

Beacon frame length 6 [Byte]
Beacon listening time 50 [ms]

Data listening time after beacon 0.3 [s]
Sensing interval 300 [s]

Table 2 Parameters about the proposed protocol.

Parameter Value

Operation cycle length 20 [s]
Number of slots N 10

Minimum beacon gap δt 50 [ms]

Fig. 8 Data collection delay with node depth.

5.1 Simulation Environment
In the simulations, each sensor node equips single omni-

directional antenna. For simplicity, the simulation uses protocol
interference model [14]. Both the transmission range and the in-
terference range are set to 100 [m]. Nodes communicate with
each other according to modified RI-MAC [7] in the proposed
protocol and Random method. In modified RI-MAC, nodes peri-
odically transmit their beacon, and Beacon-on-request function is
omitted. The parameters over wireless communications are listed
in Table 1. The sensor nodes are randomly placed in a 1,000 [m]
× 1,000 [m] field. Note that the nodes do not move through sim-
ulations in this paper. As a data collection tree, we construct the
tree that minimizes the number of relay nodes as a typical tree to
collect data. When a node is isolated, those nodes are removed
from the simulations. After the tree is constructed, nodes start
to schedule their beacon transmissions via initial and adjustment

states. The parameters of the proposed protocol are listed in Ta-
ble 2. Under the above conditions, we repeated the simulation 30
times.

5.2 Simulation Results
First, we evaluate data collection delay of the proposed proto-

col, where the data collection delay is defined as the delay from
the data generation time to the arrival time at the sink node. Fig-
ure 8 compares the data collection delay of the three methods
(i.e., the proposed protocol, Random method and REA-MAC,)
for each depth of nodes when the number of nodes in the field is
200. In this figure, we see that the proposed protocol and REA-
MAC have a similar performance that is far better than the ran-
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Fig. 9 Average delivery delay per hop with various number of nodes in the
field.

Fig. 10 Average duty ratio with various number of nodes.

dom one. Since both the proposed and REA-MAC schedule bea-
cons according to the depth of nodes, data frames are smoothly
forwarded without staying at a node for a long time, which results
in low collection delay.

Figure 9 shows the average delivery delay per hop under the
various numbers of nodes in the field. Note that the results of
Random case is omitted due to visibility; the values in Random
case is about 10 seconds in every case. From the results, we see
that the proposed protocol slightly outperforms REA-MAC. This
is because the proposed protocol assigns the sub-slots of relay
nodes in the first half of a slot. As a result, larger parts of frames
are transmitted earlier in the operation cycle, which reduces the
delay performance per hop. We also see that the per-hop delay
slightly increases as the number of nodes increases in both meth-
ods. This is because some data frames could not be transmit-
ted within one operation cycle when nodes were densely placed.
Here, we would note that the proposed protocol improves the per-
formance larger than REA-MAC in terms of the increase rate,
which indicates that the proposed protocol is better in treating
collisions.

Finally, we evaluated the energy efficiency of the three meth-
ods. In this paper, we use the duty ratio, which is calculated by
active time/whole simulation time, as the index of the energy ef-
ficiency. Figure 10 shows the average duty ratio under various
numbers of nodes. Although the proposed protocol induces ad-
ditional overhead compared with Random method, they show al-
most the same performance. We also see that both of Random
and the proposed protocol significantly outperform REA-MAC
in terms of the duty ratio. In REA-MAC, nodes have to wake
up before the start times of time slots which have the parents’
beacon timings. On the contrary, nodes can easily wake up just
before parents’ beacon timings in both of Random and the pro-

posed protocol due to their periodic beacon transmission nature.
Since they can reduce idle listening time, it is expected that they
are effective to reduce energy consumption.

Note that idle listening has a significant impact on energy
consumption as well as the lifetime of sensor nodes [15], which
would strengthen the efficacy of the proposed protocol against the
conventional REA-MAC. Moreover, their duty ratio are highly
depend on the listening time for parents’ beacons, which is set
to 50 ms in the simulations. Therefore, when a shorter listening
time is applied, duty ratio could be improved. Note that, however,
more precise synchronization will be required to use such a short
listening time.

From the above results, we found that the proposed protocol
can collect data frames in a short time with low energy consump-
tion.

6. Conclusion

In this paper, we proposed a receiver-initiated MAC protocol
that schedules beacon transmissions to improve data collection
delay. The proposed protocol was designed to leverage the in-
formation of the data collection trees. By selecting a time slot for
beacon transmission based on the nodes’ depth, the proposed pro-
tocol smoothly forwards data frames from its children to its parent
without holding the frames at each node for a long time. In ad-
dition, in order to avoid collisions, each node adjusts its beacon
timing within the selected slot. Through computer simulations,
we confirmed that the proposed protocol collects data frames with
slightly better delay performance than the conventional method,
but with significant improvement on energy consumption.

As future work, we develop a method to divide operation cycle
into slots adaptively based on the traffic demand.
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