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Tacotron: End-to-end high quality speech synthesis

YuxuanWang1,a)

Abstract: Text-to-speech synthesis system typically consists of multiple stages, such as a text analysis frontend, an
acoustic model and an audio synthesis module. Building these components often requires extensive domain exper-
tise and may contain brittle design choices. In this talk, I will describe recent advances on end-to-end neural speech
synthesis modeling at Google.
I will start from introducing Tacotron, our first generation end-to-end model that synthesizes speech directly from
characters. Given ¡text, audio¿ pairs, the model can be trained completely from scratch with random initialization.
Tacotron greatly simplifies TTS pipeline and outperforms a production parametric system in terms of mean opinion
score (MOS). To further improve audio quality, I will describe Tacotron 2, which combines Tacotron with a modified
WaveNet model acting as a vocoder. Tacotron 2 achieves a MOS of 4.53 comparable to a MOS of 4.58 for profession-
ally recorded speech. In addition to audio quality, prosodic modeling is also a core problem for speech synthesis. In
the end, I will discuss style token, an unsupervised method for style modeling and control with end-to-end models like
Tacotron.
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1. Introduction
Text-to-speech synthesis system typically consists of multiple

stages, such as a text analysis frontend, an acoustic model and
an audio synthesis module. Building these components often re-
quires extensive domain expertise and may contain brittle design
choices. In this talk, I will describe recent advances on end-to-
end neural speech synthesis modeling at Google.

I will start from introducing Tacotron, our first generation end-
to-end model that synthesizes speech directly from characters.
Given ¡text, audio¿ pairs, the model can be trained completely
from scratch with random initialization. Tacotron greatly sim-
plifies TTS pipeline and outperforms a production parametric
system in terms of mean opinion score (MOS). To further im-
prove audio quality, I will describe Tacotron 2, which combines
Tacotron with a modified WaveNet model acting as a vocoder.
Tacotron 2 achieves a MOS of 4.53 comparable to a MOS of 4.58
for professionally recorded speech. In addition to audio quality,
prosodic modeling is also a core problem for speech synthesis.
In the end, I will discuss style token, an unsupervised method for
style modeling and control with end-to-end models like Tacotron.

Fore more details, see [1], [2], [3].
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