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Abstract: An emotion-sensitive dialogue system is highly potential in addressing user emotional

needs through HCI. For example, by providing a general emotional support through positive emo-

tion elicitation. To date, works on emotion elicitation have only focused on the intention of

elicitation itself, but are yet to examine the process that gives rise to the change of emotion in the

first place. In this paper, we utilize examples of spontaneous human emotional responses to elicit

a positive emotional impact through dialogue system interaction. Text-based human subjective

evaluation with crowdsourcing shows that the proposed dialogue system elicits an overall more

positive emotional impact.

1 Introduction

Recently, there has been an increasing interest in

eliciting user’s emotional response [1, 2]. However,

emotion appraisal that gives rise to the elicited emo-

tion is not yet studied for this task. That is, the re-

lationship between an utterance, which acts as emo-

tional trigger, and the resulting emotional response.

By examining this, it would be possible to reverse the

process and determine the appropriate trigger to a

desired emotional response.

In this paper, we attempt to elicit a positive emo-

tional change through computer interaction by ex-

ploiting examples of emotion appraisal. We collected

dialogue sequences containing emotional triggers and

responses as examples in a dialogue system. Subse-

quently, we augment the traditional response selection

criterion with emotional parameters: 1) user’s emo-

tional state, and 2) expected future emotional impact

of the candidate responses.

2 Emotion Definition

In this work, we define the emotion scope based on

the circumplex model of affect [3]. Two dimensions

of emotion are defined: valence and arousal. Valence

measures the positivity or negativity of emotion; e.g.

the feeling of joy is indicated by positive valence while

fear is negative. On the other hand, arousal mea-

sures the activity of emotion; e.g. depression is low in

arousal (passive), while rage is high (active). Readers

are referred to [3] for further details of this emotion

model.

Figure 1 illustrates the valence-arousal dimension

in respect to a number of common emotion terms.
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Figure 1: Emotion dimensions and common terms.

3 Example-based Dialogue Mod-

eling (EBDM)

EBDM is a data-driven approach of dialogue mod-

eling that uses a semantically indexed corpus of query-

response pair examples instead of handcrafted rules or

probabilistic models [4]. At a given time, the system

will return a response of the best example according

to a semantic constraint between the query and ex-

ample queries.

Lasguido et al. have previously examined the uti-

lization of cosine similarity for response retrieval in

an example-based dialogue system [5]. In their ap-

proach, the similarity is computed between TF-IDF

weighted term vectors of the query and the examples.
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Given a query, the cosine similarity scores between its

term vector and each of the example queries’ in the

database are calculated, and treated as the example

scores. The response of the example with the high-

est score is then returned to the user as the system’s

response.

This approach has a number of benefits. First,

The TF-IDF weighting allows emphasis of important

words. Such quality is desirable in considering emo-

tion in spoken utterances. Second, as this approach

does not rely on explicit domain knowledge, it is prac-

tically suited for adaptation into an affective dialogue

system. Third, the approach is straightforward and

highly reproducible. On that account, it serves as the

baseline in this study.

4 Proposed Dialogue System

We make use of tri-turn units in the selection pro-

cess in place of the query-response pairs in the tradi-

tional EBDM approach. A tri-turn consists of three

consecutive dialogue turns that are in response to each

other. In this work, we exploit the tri-turn format to

observe emotional triggers and responses in a conver-

sation. Within this work, the first, second, and third

turns in a tri-turn are referred to as query, response,

and future, respectively. The change of emotion ob-

served from query to future can be regarded as the

impact of response.

In designing our method, we consider an analogy

in human-human communication: emotional impact

of a response is heavily dependent on semantic and

emotional context of the conversation. For example,

an apology could have contrasting outcomes depend-

ing on what happened preceding the apology as well

as the emotional state of the listener. This suggests

that the emotional impact in our examples are specific

to the tri-turn context. In other words, semantic and

emotional similarity is pre-requisite for the response

to yield consistent impact in real interaction.

In addition to semantic constraint as described in

Section 3, we formulate two types of emotional con-

straints: (1) emotion similarity between the query and

the example queries, and (2) expected emotional im-

pact of the candidate responses.

We measure emotion similarity by computing the

Pearson’s correlation coefficient of the emotion vec-

tor between the query and the example queries. Sec-

ondly, we measure the expected emotional impact of

the candidate responses by calculating the difference

of emotional states between each of their respective

query and future.
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Figure 2: Steps of response selection.

Figure 2 illustrates the steps of response selection

of the baseline and proposed systems. We perform

the selection in three steps based on the defined con-

straints. For each step, a new score is calculated and

re-ranking is performed only with the new score, i.e.

no fusion with the previous score is performed.

5 Experimental Set Up

We utilize The SEMAINE database, consisting of

dialogues between a user and an agent in a Wizard-

of-Oz fashion [6]. There are 5 agent characters with

distinct personalities; cheerful Poppy, angry Spike,

sad Obadiah, and sensible Prudence. Poppy and Pru-

dence tend to draw the user into the positive-valence

region of emotion compared to Spike and Obadiah.

To promote positive emotion, we exclusively use ses-

sions of Poppy and Prudence to construct the exam-

ple database. The training set and test set comprise

29 (15 Poppy, 14 Prudence) and 4 (2 Poppy, 2 Pru-

dence) sessions, respectively. We construct the exam-

ple database exclusively from the training set, con-

taining 1105 tri-turns.

We utilize the transcription and emotion annota-

tion provided from the corpus as information of the

tri-turns to isolate any recognition errors. We sample

the emotion annotation of every dialogue turn into

100-length vectors. For the n-best filtering, we chose

10 for the semantic similarity constraint and 3 for the

emotion.

6 Human Subjective Evaluation

A total of 50 queries are evaluated through crowd-

sourcing. The queries are presented in form of text,
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along with the responses from the baseline and pro-

posed systems. The evaluators are asked to select

the better response in terms of naturalness, potential

emotion connection, and positiveness of elicited emo-

tion. 50 judgements are collected per query. The final

judgement of each query for each question is based

weighted majority voting of the judgements.
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Figure 3: Subjective evaluation result.

Figure 3 visualizes the evaluation result. It is shown

that in comparison to the baseline system, the pro-

posed system is perceived as more coherent (66% of

the time), having more potential in building emo-

tional connection (70%), and giving a more positive

emotional impact (66%). Furthermore, we observe

that the queries where the proposed system wins have

far stronger agreement than that where the baseline

system wins (Fleiss’ Kappa of 0.35 vs. 0.16). Higher

agreement level suggests a stronger win, where bigger

majority of the evaluators are voting for the winner.

7 Conclusions

We presented a novel attempt in eliciting postive

emotional impact in dialogue response selection by

utilizing examples of human appraisal in spoken dia-

logue. We augment the response selection criteria to

take into account emotion similarity between query

and the example query, as well as the expected future

impact of the candidate response. Human subjective

evaluation showed that the proposed system can elicit

a more positive emotional impact in the user, as well

as achieve higher coherence and potential emotional

connection.
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