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Presentation Abstract

Overlapping Communication and Computation in an Artificial

Market Simulation Using a Distributed Collection Library

Presented: July 28, 2017

In large-scale parallel environment, application fields that prefer object oriented programming have been
increasing. A Platform for Large-scale and High-frequency Artificial Market (Plham) is written in X10 lan-
guage, and markets and traders are represented by objects. In Plham, to execute computation for markets
and communication concurrently with computation for traders, long/short-term traders are introduced and
communication is overlapped with computation. In this presentation, we try to apply our distributed collec-
tion library to a parallel execution system of Plham and enhance its functions to improve productivity. Our
distributed collection library manages the distribution of element objects. It provides features to relocate
elements or allocate and update caches of elements. To enable data parallel operation using multi-core CPUs,
the library offers an asynchronous method that invokes data parallel processing over local elements using a
thread pool and returns a condition variable to wait its completion. The overlapping of communication and
computation in Plham was briefly described using these features.

This is the abstract of an unrefereed presentation, and it

should not preclude subsequent publication.
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