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This presentation introduces a theory of algebraic neural networks. A neural network is a kind of graph
that is mainly used in the field of machine learning. In this field, attention is focused mainly on the learning
performance of that it has, while several important aspects are left unknown: how actually learning progress,
what is the optimal graph structure to solve a given problem, how to judge the correctness of learning, and
so on. So we use neural networks experimentally as black boxes. The purpose of this study is to elucidate
the properties of neural networks mathematically. In this presentation, we describe the neural network using
algebra, and investigate the property of this. We will call it “algebraic neural network.” There are some
advantages of using algebraic neural networks, for example, by describing algebra instead of real numbers,
we can investigate the inherent property of neural networks, and algebraic neural networks are expected to
be used in other fields because we can apply it not only to real numbers but also to other sets. In this pre-
sentation, we define algebraic neural network and one of neural network used in machine learning, multilayer
perceptron algebraically, and we describe the properties of them as theorems and prove them.
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