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The pursuit of instruction-level parallelism using more transistors produces diminishing re-
turns and also increases power dissipation of general purpose processors. This paper studies a
chip multi-processor (CMP) with smaller processor cores as a means to achieve high aggregate
throughput and improved energy efficiency. The benefit of this design approach increases as
the number of cores on a chip increases, as enabled by semiconductor process scaling. The
feasibility of a processor core 40% of the size of a baseline high performance processor that
delivers about 70% of its performance is shown. The CMP populated by smaller cores to fill
the same silicon area delivers 2.3 times higher performance in transaction processing repre-
sented by TPC-C benchmarks than the baseline processor scaled into the same technology.
The CMP also achieves 38% higher energy efficiency.

1. Introduction

The number of transistors available on a chip
is continuously increasing in accordance with
Moore’s law. In the past, additional transis-
tors have been used for processor performance
improvement by implementing mechanisms to
exploit more instruction level parallelism. How-
ever, the effort to find more parallelism is be-
coming increasingly difficult and the return is
diminishing. Also, the increase in power dissi-
pation of a chip becomes an obstacle to achieve
higher performance by using more transistors.
Finally, as the disparity between the processor
and memory speed widens, memory access la-
tency occupies a significant portion of the in-
struction execution time.

Chip multiprocessors have been proposed as
solutions to the saturation of usable instruction
parallelism and memory latency problems 1)∼5).
A commercial server using a dual core proces-
sor 6) is on the market. Although thread level
parallelism is only useful for multi-threaded ap-
plications, on-line business applications which
handle a large number of simultaneous users
such as web servers and transaction process-
ing are inherently highly parallel in nature and
therefore can take advantage of thread level
parallelism. The data in Ref. 7) shows that
OLTP, SPECjbb, Apache and Slashcode pro-
grams exhibit good multi-processor scalabil-
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ity. An aggregate throughput from all the
threads running on a chip/system is a more im-
portant performance measure for these appli-
cations than the traditional single thread ex-
ecution speed. In this paper, we used the
SPARC64 V commercial high end microproces-
sor 8),9) as a baseline to investigate a design ap-
proach that delivers higher throughput from the
same silicon area. In our design approach, a
smaller simplified core is derived from the base-
line processor, then it is multiply-instantiated
to create a CMP. We show that aggregate per-
formance of the small core CMP is significantly
higher than the baseline. We limited the explo-
ration space to the baseline modification for re-
liable results both in chip area and performance
estimate. A new design from scratch, or a sig-
nificantly modified baseline design, such as the
change to an in-order design may yield better
CMP design, but the accuracy of the estimates
will be sacrificed.

Figure 1 is a normalized plot showing the
advance of microprocessor performance mea-
sured in SPEC benchmark. Figure 2 is the
clock frequency, number of transistors (#Tr)
and the number of processor core transistors
(#CoreTr) of the microprocessors presented at
the International Solid State Circuits Confer-
ence (ISSCC) over time. The performance im-
proves by 40%/year and the clock frequency in-
creases by 25%/year. Hence, the performance
per cycle (proportional to instruction per cy-
cle (IPC)) improves by 16%/year. Assuming
this IPC improvement is effected by increasing
the number of transistors, it is proportional to
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Fig. 1 Microprocessor SPECint performance trend
(SPECint2000 performance is divided by 10
to make them continuous with the SPECint95
trend).

Fig. 2 Microprocessor number of transistors and clock
frequency trend (Microprocessors presendted in
ISSCC for each year).

(#Tr)0.250. This is much worse than Pollack’s
rule 10), which states that performance is pro-
portional to (#Tr)0.33∼0.5. Since the recent in-
crease in transistor count is mostly in the cache,
by counting the processor core transistors only,
the IPC is proportional to (#CoreTr)0.504.
This result agrees with Pollack’s rule. Although
Pollack’s rule is not a technically precise rela-
tionship, since IPC improvements are possible
without increasing in the number of transis-
tors, such as by compiler improvements. Con-
versely, additional transistors do not necessarily
improve IPC, such as by using deeper pipelin-
ing or a carry select adder in place of a simpler
but slower adder. Nevertheless, the historical
transistor vs. performance trend can be used as

Fig. 3 SPARC64 V, baseline processor block diagram.

a guideline. Based on this trend, we work back-
wards to design a processor core with one-third
to one-half the number of transistors and about
60∼70% of the performance of the baseline pro-
cessor core.

Codrescu, et al., 11) investigated the relation-
ship between the core size and aggregate per-
formance of a fixed size chip, but, their work
is based on the simplified relationship of the
chip size and clock frequency vs. the number
of execution units, etc., whereas we studied the
performance and power relationship of various
CMP design points at a finer level of granu-
larity, starting from a high-end microprocessor
SPARC64 V.

2. Baseline Microprocessor Architec-
ture

Figure 3 shows a block diagram of the base-
line microprocessor. The pipeline stages and
the size of buffers are marked in the figure.
This processor delivers 767 SPECint2000 base
and 1047 SPECfp2000 base as used in Fujitsu
unix server systems running at 1.35 GHz. The
128 CPU server achieved 455.8 K tpmC, which
was the highest non-cluster TPC-C benchmark
score when it was registered.

The baseline processor is a 4-issue superscalar
design with in-order issue, out of order execu-
tion and in-order commit. It has 128 KB each
level-1 instruction cache (L1I$) and level-1 data
cache (L1D$). The L1I$ has a 3-entry move-in-
buffer (MIB, also called as miss buffer) for non-
blocking operation up to 3 misses. The L1D$
has a 4-entry MIB.

The decode & issue block decodes up to
4 instructions in one cycle and issues them
into the reservation stations (RSA, RSE, RSF
or RSBR). Dispatched instructions read ei-
ther fixed point reorder buffer (GUB), fixed
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point registers (GPR), floating point reorder
buffer (FUB) or floating point registers (FPR)
for operands. When the instruction becomes
ready to execute with the operands, it is dis-
patched from the reservation station into the
corresponding execution pipeline. There are
two integer execution pipelines (FXA/B), two
floating point execution pipelines (FPA/B), two
load/store pipelines (EAGA/B) and one branch
pipeline. For the load and store instructions,
the address is calculated and stored into either
the fetch port or store port. The store data is
buffered in the store buffer. Then, the L1D$ is
accessed with this information. The L1I$ and
L1D$ are backed by a 2 MB 4way set associa-
tive level-2 cache (L2$) integrated on the chip.
The latency of the L1D$ is 4 cycles from the
address generation and the latency of the L2$
is 6 cycles form the L1$ miss.

There are two fully associative 32 entry micro
TLBs (Translation Lookaside Buffer), one each
for L1I$ and L1D$. These micro TLBs function
as caches for the 1024 entry main TLB. (The
micro and main TLBs are not shown in Fig. 3.)

A branch target address cache (BTAC) is a
128KB memory organized as a 4-way set as-
sociative 16 K entry array. Each BTAC entry
holds a branch target address, address tag and
branch history information of a taken branch
instruction.

It also contains a commit stack entry (CSE),
a program counter (PC) and other control reg-
isters.

3. Performance Evaluation Method

The SPEC CPU2000 benchmark was selected
as the performance evaluation workload for the
micro-architecture level resource reduction of
the processor since this benchmark is widely
accepted as a representative collection of pro-
grams which exercise various aspects of pro-
cessor core microarchitecture. The TPC-C
benchmark is used for the performance evalua-
tion in multi-processor environments since this
is a typical transaction workload. It uses a
large memory area as a data base buffer and
stresses the cache and memory subsystem. The
run time traces of SPEC benchmark program
were collected using the Shade tool 12) run-
ning on the Solaris operating system. Using
a 16CPU SPARC/Solaris server, TPC-C traces
were obtained using an in-house trace tool that
records all the instruction executions including
the ones in the kernel state. This is important

since more than 20% of the TPC-C instructions
are executed in the kernel state, as shown in
Refs. 13) and 14).

A cycle-accurate trace driven simulator de-
veloped for the SPARC64 V processor 15) was
used for performance evaluation, with modifi-
cations for CMP support. Since the simulator
can not handle asynchronous multiple clock do-
mains, the CPU clock is chosen to be an inte-
ger multiple of the DRAM clock, for example,
1.33 GHz with a 133 MHz DRAM clock. The
multiprocessor synchronization instruction se-
quences are simulated as they were captured in
the trace. Although the trace driven simula-
tion can not handle multiprocessor interaction
adaptively, the error involved is believed to be
small as Ranganathan, et al., 16) reported that
lock contention overhead is less than 5%. In ad-
dition, the synchronization communication in a
CMP is faster than in a multiprocessor system
on a board and the performance impact is less.

4. Processor Core Area Reduction and
Its Performance Impact

The reduction of the processor core area was
performed in four steps, with the area perfor-
mance trade-off verified in the first three steps
by the performance simulator. The reason we
divided the process into four steps is described
in the subsections below. The results of the re-
ductions are summarized in Table 1, Table 2
and Fig. 6 at the end of this section. The fourth
step involves a custom layout resizing of large
circuit macros, and does not involve the per-
formance simulator. In this section, we also ig-
nore clock cycle time improvement that might
be possible due to the area reduction.

The baseline processor core area is 104.6 mm2

using a 130 nm semiconductor process. How-
ever, it is estimated that a reduction to
93.2 mm2 would be possible with layout im-
provement, and this reduced area is used in the
performance study to avoid skewing the results.
This layout improvement and the use of cus-
tom macros described in Section 4.4 could have
been done for the baseline processor if design
resource and schedule limitations did not exist.

4.1 Step 1: Issue and Execution Re-
sources Reduction

Since our goal was to improve performance
per unit area by reducing the core size by at
least by 50%, the instruction issue width was
reduced from 4 to 2 and the integer, floating
point and load/store execution pipelines were
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Table 1 Resource reduction item list of each step.

Step Baseline core Small core

1 Instruction Issue 4 2

Execute Units 2 each 1 each

2 L1I$/D$ 128K(2way) 16KB(2way)

3 CSE 64 24

Fetch/Store port 16/10 8/4

GUB/FUB 32/32 16/16

(FX/FP Reorder buffers)

RSA/RSBR 10/10 4/4

RSE/RSF 8×2/4×2 8/8

L1I$ Move In Buffer 3 1

L1D$ Move In Buffer 4 2

L1$ → L2$ data bus 16B 8B

L2$ → L1$ data bus 32B 8B

BTAC 4K× 4way 1K × 2way

TLB 1024 512

4 Register File Standard cell Custom

TLB CAM Standard cell Custom

Table 2 Processor core area reduction (130 nm).

Chip (in mm2) Area Layout Reduction

Area Improve step1 step2 step3 step4

IU Array BTAC 9.33 8.50 8.50 8.50 1.06 1.06

IBUF 6.22 4.20 2.94 2.94 2.94 2.94

Logic 15.55 12.62 10.56 10.56 6.54 6.54

Subtotal 31.1 25.32 22.00 22.00 10.54 10.54

EU RegFile 10.66 10.66 9.14 9.14 8.14 1.09

Logic ALU etc. 11.88 8.54 6.44 6.44 6.44 6.44

Subtotal 22.54 19.20 15.58 15.58 14.58 7.53

SU Array L1I$ Tag 7.18 7.18 7.18 1.15 1.15 1.15

L1D$ Tag 9.6 9.6 9.6 1.65 1.65 1.65

TLB 3.1 3.1 3.1 3.1 2.1 2.1

uTLB 7.22 7.22 7.22 7.22 7.22 0.32

Logic 23.89 22.45 21.38 16.52 14.04 14.04

Subtotal 50.99 49.55 48.48 29.64 26.16 19.26

Total 104.63 93.21 86.06 67.22 51.28 37.33

halved. These reductions were chosen as the
first step since they lower the usage of level 1
caches and other buffer resources and make it
easier to identify the excess resources in the fol-
lowing reduction steps.

The performance loss for this reduction is
10.8% in SPECint2000, 12.5% in SPECfp2000
and 1.9% in TPC-C. Since these reductions
throttle the issue-execution, performance loss
in SPECmark is relatively large compared to
the area reduced.

4.2 Step 2: L1 Cache Size Reduction
The sizes of the L1 caches were reduced as

the second step since they occupy a large chip
area. The SPEC2000 and TPC-C performance
sensitivity to the L1$ size (both instruction and
data cache sizes were made equal) was obtained
as shown in Fig. 4. With this data, the sizes

Fig. 4 Relative performance with L1$ size reduction
(Baseline 4 issue core = 1.0).

of the L1$s were reduced to 16KB. Although
the performance degradation with 8 KB cache
is 3∼6% compared to 16 KB cache, a 0.8 mm2

area reduction is too small a gain compared to
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Fig. 5 Cumulative GUB entry usage.
For the 60% of the execution time, 13 or less
GUB entries are used among 32 entries in the
baseline processor.

the performance degradation.
4.3 Step 3: Buffer Resources Reduc-

tion
For the third step reduction, histograms of

the usage of each buffer entry were obtained by
simulation with the processor core after the sec-
ond step reduction. Then the sizes of the var-
ious buffers on the chip were reduced to cover
more than 60% usage of each histogram as a
guideline. An example of GUB usage is shown
in Fig. 5. The final sizes of the buffers were
mostly rounded up to the nearest integer power
of 2. Also the number of BTAC entries was re-
duced from 16 K (4K × 4way) to 2 K (1K ×
2way) and the TLB size was reduced from 1024
to 512 entries.

The buffers reduced are listed in Table 1 and
this step reduces the core size by 15.94 mm2.
With these buffer reductions, the performance
losses are 11.5% in SPECint2000, 16% in
SPECfp2000 and 23% in TPC-C compared to
the performance before the third step reduc-
tion.

4.4 Step4: Use of Full Custom Macros
The opportunity to further reduce area with

the use of full custom design macros was in-
vestigated. The following 3 types of macros are
designed: a 156×72 bit 5R2W Fixed Point Reg-
ister File (FXRF), a small register file (RF) for
various registers and buffers, and a special func-
tion CAM for the TLB. For each macro, we
designed the leaf cells and estimated the area.
Subsequently, we built critical path models us-
ing the leaf cells and evaluated the access time
using a SPICE circuit simulator.

These full custom macros reduced the core
area by 14.0 mm2 in the EU (Execution Unit)
register file and SU (Store Unit) uTLB unit.
The resulting core size became 37.3 mm2, as
shown in Table 2.

Fig. 6 Relative performance with resource reduction
(Baseline 4 issue core = 1.0).

Fig. 7 SPECint2000 performance vs. chip area up to
step3.

4.5 Summary of the Resource Reduc-
tion

The processor resource sizes after the reduc-
tion are summarized in Table 1. Table 2 shows
the core area with the breakdown in major pro-
cessor structures. Figure 6 shows the relative
performance for the selected workloads at each
reduction step.

Figure 7 shows the SPECint2000 perfor-
mance against the processor core area, which
is roughly proportional to the number of tran-
sistors. The performance is proportional to
(Area)0.448. Although the square root rela-
tionship is empirical, this result demonstrates
that, starting from the SPARC64 V processor,
smaller core processors having a performance
roughly proportional to the square root of the
area can be built.

The size of the processor core is reduced to
37.3 mm2 which is a 40% of the baseline pro-
cessor core area. The reduced processor core
delivers 74% of the SPECint2000, 72% of the
SPECfp2000 and 67% of the TPC-C perfor-
mance compare to the baseline processor.
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Fig. 8 Chip image with 90 nm semiconductor process,
integrating 6 processor cores and 4 MB L2$.

Fig. 9 The CMP block diagram with a memory
controller and 2 sets of DIMMs.

5. Single Chip SMP Scalability

In this section, we propose and study a CMP
architecture. Using the above described small
processor core, multiple processor cores can be
integrated on a chip. An L2$ is shared among
all cores on the chip, since this configuration re-
duces cache misses by taking advantage of con-
structive hit as described in Section 5.1.

As a next generation product, the use of a
90 nm semiconductor process is assumed. The
90 nm process has twice the transistor density of
the 130 nm process used for the baseline proces-
sor, and allows integrating 6 processor cores and
a 4 MB on-chip level-2 cache on a chip slightly
larger than the size of the 130 nm baseline pro-
cessor chip. Figure 8 shows the chip image.

Figure 9 shows a block diagram of the CMP.
A read/write request from the processor core
goes into a move-in and move-out port (MIOP)
and is then arbitrated with the requests from

Fig. 10 TPC-C performance scalability vs. the num-
ber of active cores (2MB single core=1.0) with
1∼8MB L2$ sizes.

other processors for accessing L2$ tag for L2$
data array read/write. When the access misses
an L2$ tag, the request goes into a command
queue (CMDQ) and then the DRAM is accessed
through a DRAM controller (DRAM CTL).
Write data is supplied from a move-out data
queue (MODQ) and a read data is buffered into
a move-in data register (MIDR) for the L2$
write. An MIOP can queue up to 4 requests
each for read and write. An SP is a 64B buffer
with an 8 B/32B (or 32B/8 B) serial to parallel
conversion functionality.

The DRAM controller in the baseline proces-
sor supports only one set of dual inline memory
modules (DIMMs), but it is expanded to sup-
port two DIMM sets for the CMP as described
below. The address of DIMM banks are inter-
leaved with the 64 byte cache line size when two
DIMM sets are used.

Performance scalability of this CMP was in-
vestigated. The focus of the investigation is the
behavior of the L2$ and the memory subsys-
tem, especially access congestion and resulting
increase in latency, since the L2$ and the mem-
ory subsystem are shared among all processor
cores on a chip.

5.1 The Shared L2 Cache and Its Ef-
fect

Figure 10 shows the TPC-C performance
scalability against the number of active pro-
cessor cores. A 133 MHz clock is used for the
memory subsystem, and the processor cores are
clocked at 1.33 GHz. Although the chip image
in Fig. 8 shows 6 cores with 4 MB L2$, these
parameters are varied up to 8 cores and 8 MB
L2$ for the scalability evaluation.

As all the processor cores are sharing a sin-
gle L2$, the number of requests increase as the
number of active cores increase. The L2$ can
process one access request every other cycle.
The path between L2$ and each core is 8 B wide
and takes 8 cycles to transfer a 64 byte cache
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Fig. 11 L2$ bus busy rate and additional access la-
tency due to CMP access congestion. L2$ size
is 4MB.

Fig. 12 L2 Cache Miss rate against number of active
cores.

line. Hence, the L2$ becomes busier and the
access latency increases as the number of ac-
tive cores increases as shown in Fig. 11. Even
when only one core is active, the average L2$
access latency is about 1 cycle longer than the
minimum latency of 6 cycles. The L2$ is busy
for 38.6% of the time when 6 cores are active, as
they generate 0.193 access per cycle (shown in
Fig. 11), and the L2$ only can handle one access
every 2 cycles. An additional 0.488 cycles per
instruction (CPI) is incurred at this L2$ busy
rate due to the additional L2$ latency of 6.1
cycles (Fig. 11) and the 4.85% L1 I$ and 3.15%
L1 D$ miss rates (Fig. 13.) This is acceptable
compared to the total CPI of 4.4.

Figure 12 shows the L2$ miss rate per in-
struction. The rate of increase of the L2$ miss
is relatively small, 0.6% for the single core and
1.1% for 8 cores with 4MB L2$.

Figure 13 shows the breakdown of the L2$
access for a self hit, constructive hit and miss.
A constructive hit is defined as a hit to a cache
line that was last touched by another proces-
sor. Figure 13 (a) shows the breakdown for the
instruction access. The instruction miss rate is
0.06% for a single active core. This means that
almost the entire footprint of the instruction
fits in the 4MB L2$. Since all the cores are
processing the same type of transactions and
executing the same code, increasing the num-
ber of active cores only results in an increase

Fig. 13 L2$ access breakdown (4MB L2$).

in the constructive hit rate for instructions; the
miss rate remains at 0.13% with 8 active cores.
Figure 13 (b) shows the breakdown for the data
access. Although the amount of constructive
hits is not as many as the instruction access,
the amount of constructive hits for the data is
non-negligible. Since they are more likely to
miss the L2$ if it is not a CMP, these construc-
tive hits contribute to slow down the increase of
the L2$ miss rate as the number of active cores
increases.

5.2 The Memory Subsystem and Its
Effect

Although the rate of increase is slow, the L2$
miss rate multiplied by the number of active
cores increases the frequency of memory ac-
cesses more or less linearly with the number of
active cores. Figure 14 shows the memory ad-
dress bus usage and the memory access latency.
The memory bus is 54.3% busy with the 6 ac-
tive cores running with 4 MB L2$. This high
busy rate results in longer memory latency, as
shown in Fig. 14 (b). This is the major cause
of performance roll-off as the number of active
cores increases.

To reduce the memory latency degradation
due to memory bus congestion caused by ac-
cesses from multiple cores, the bandwidth of
the memory subsystem is increased by us-
ing 266MHz DDR2 DIMMs (533Mbit/s data
transfer) and having 2 sets of address and data
buses. This change is appropriate since the
faster data rate of DDR2 allows only 2 DIMMs
in a string (where DDR allows 4 DIMMs in a
string) and necessitates two sets of address and
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Fig. 14 DDR DRAM memory address bus usage and
latency.

Table 3 Memory subsystem parameters.

DDR model DDR2 model
Clock 133MHz 266MHz
Data Rate 266MHz 533MHz
# of DIMMs 4 4
# of Banks 4 4
# of Address buses 1 2
# of Data buses 1× 16B 2 × 16B

Fig. 15 TPC-C scalability with improved DDR2
memory compared with DDR memory.

memory buses. The additional cost of this con-
figuration is the pins and associated circuits (in-
cluding the second DLL for DRAM interface)
in a CMP chip for the second address and data
bus pair.

This 4 times increase in memory bandwidth
matches with the 3∼4 times performance in-
crease with the 6∼8 cores. The specification of
this memory subsystem is compared against the
original DDR in Table 3. Figure 15 shows the
performance with the improved DDR2 mem-

Fig. 16 DDR2 memory address bus usage.

Fig. 17 Effective memory latency. Latency hiding
with multiple core execution.

ory subsystem compared with the DDR mem-
ory subsystem. A system with 2 MB L2$ +
DDR2 delivers about the same performance as
a system with 4MB L2$ with DDR. The per-
formance of the 4MB L2$ + DDR2 system ex-
ceeds the performance of the 8 MB L2$ system
with DDR. Figure 16 (a) shows the memory
address bus busy rate and Fig. 16 (b) shows the
memory access latency. The DDR2 memory
system with the dual address buses reduces the
bus busy time to below 20%, even with 8 active
cores, and mitigates the access latency increase.

Figure 17 shows the effective memory la-
tency vs. the number of active cores. Effec-
tive memory latency is defined as the aggregate
L2$miss CPI for all active cores divided by the
L2$ miss rate. The effective memory latency of
the single core system is about 100 processor cy-
cles, which is 77%(1/1.3) of the physical mem-
ory latency shown in Fig. 14 (b) and Fig. 16 (b).
This 1.3 coefficient corresponds to the parallel
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Fig. 18 Instruction execution cycle breakdown (per
processor core).

memory accesses obtained from prefetch, spec-
ulative execution and out-of-order memory ac-
cess combined for a single thread execution.
A multi-thread executing CMP achieves much
higher parallelism in memory access and hides
memory latency. The effective memory latency
is reduced to less than 30 processor cycles when
6 or more cores are active.

The memory access latency problem is miti-
gated by the CMP, but it requires more mem-
ory bandwidth because multiple cores gener-
ate more accesses. This bandwidth problem is
solved with the use of two DDR2 channels.

5.3 Analysis of Scalability
Figure 18 shows the breakdown of the in-

struction execution time (CPI) of a processor
core with the DDR and DDR2 memory subsys-
tem. The branch and processor core compo-
nents remain constant as the number of active
cores increases.

The L2$ access congestion and resulting in-
crease in latency was one of the major concern
for the CMP. As shown in Fig. 18 (L1$+TLB
miss component), the effect of L2$ congestion is
noticeable especially for a CMP with 6 or more
cores. But, the CPI increase with this effect is
small compared to the total CPI, and is accept-
able.

The other concern for CMP was memory ac-
cess congestion and resulting increase in access
latency. The effect on CPI is shown as the
L2$ miss component in Fig. 18. It is the sin-
gle largest component of the CPI increase as
the number of active cores increases. However,
we have found that constructive hits in the L2$
occupy about 60% of the total instruction ac-
cesses and 15% of the total data accesses for
the 6 core CMP, as shown in Fig. 13 (a) and
(b). These constructive hits help to keep the
L2$ miss rate relatively flat with the increasing
number of cores, as shown in Fig. 12. The mem-

Fig. 19 Small core CMP chip size, power dissipation,
TPC-C performance in aggregate IPC and rel-
ative IPC/Watt.

ory access component of CPI is reduced with
the use of a higher bandwidth memory subsys-
tem using DDR2 memory. The DDR2 memory
subsystem reduced the L2$ miss component by
27% and improved total performance by 10%
over the same 6 core CMP using the DDR mem-
ory subsystem.

6. Energy Efficiency and Comparison
to the Scaled Baseline Processor

The silicon technology assumed is Fujitsu’s
90 nm CMOS process 17), designed for a nom-
inal Vdd of 1.0 V. But we have reduced the
power supply voltage to 0.8 V to reduce power
consumption while still running at 1.33 GHz
clock, because the 90 nm semiconductor pro-
cess improves circuit speed over the 130 nm pro-
cess used for the baseline processor. We com-
pared the instructions per cycle (IPC), power
consumption, normalized IPC/W and chip size
(in the 90 nm process) as shown in Fig. 19. A
MIPS2/W (or IPC2/W as we compare at the
same clock frequency) is a more commonly used
metric, but, this energy-delay product metric
is easily improved by just replicating the base-
line core N times, as the energy per instruction
stays constant and the time to completion be-
comes 1/N. Hence we have chosen IPC/W as
our metric. We believe this metric fits with the
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nature of transaction processing, which can use
more servers to get higher IPC performance.

A scaled baseline is the baseline processor
scaled into the 90 nm process with its L2$ size
increased to 4MB. 2 to 8 core CMPs in Fig. 19
use small cores with 4 steps of reduction as de-
scribed in section 4. All configurations use the
same DDR2 memory subsystem.

The two core CMP delivers 24% higher ag-
gregate TPC-C performance and consumes 9%
higher power compared to the scaled baseline
processor. The resulting IPC/W is 13% higher
than the scaled baseline. Since the silicon area
of the small core is 40% of the baseline core, a
two core CMP chip is smaller than the baseline
chip.

The four core CMP chip size is about equal
to the size of the baseline chip, since the use of
custom macros reduces the area of the L2$ unit
(TLB CAM and the small register files for data
buffers) and compensates for the increase in
core area. This design delivers 2.3 times higher
TPC-C performance with 67% more power dis-
sipation. It achieves 38% higher IPC/W com-
pared to the scaled baseline chip.

As the number of processor cores on a CMP
is increased to 6, IPC/W becomes 40% higher
than the baseline. But, it degrades with the 8
cores since the increase in IPC is limited by the
capability of the L2$ and memory subsystem.
The resulting IPC improvement is smaller than
the power dissipation increase from the addi-
tional core.

As shown in Fig. 19 (b), the CMP delivers
higher IPC/W than the scaled baseline chip.
This means that the CMP consumes less power
when the same IPC is required. For example,
a two core CMP delivers 24% higher IPC than
the scaled baseline. For the scaled baseline to
match this performance, the clock frequency
need to be increased by 24%, and the supply
voltage need to be raised to 1.0 V. This in-
creases the power dissipation of the scaled base-
line chip by 94% which is much higher than the
2 core CMP power dissipation (only 9% higher
than the 0.8 V scaled baseline).

7. Conclusion

We have derived a smaller processor core
from a commercial high end processor
(SPARC64 V) using a four-step resource re-
duction procedure. We showed that a CMP
built with four smaller cores and with a to-
tal area equal to the scaled high-end proces-

sor (this gives roughly the same manufactur-
ing cost) has 2.3 times higher TPC-C perfor-
mance and 38% higher aggregate performance
per watt (IPC/W). The power dissipation of the
CMP can be significantly lower compared to the
single core scaled baseline processor when the
higher performance is not required. This de-
sign approach results in more efficient proces-
sors compared to the current high-end unipro-
cessors designed for highest single-thread per-
formance.

Processor power dissipation is rapidly in-
creasing with semiconductor scaling. Power
and heat removal are becoming critical design
issues. The high energy efficiency of a smaller
core CMP working on highly parallelizable ap-
plication like OLTP contribute significantly to
the design of compact servers that can be pow-
ered and cooled efficiently.

A smaller processor core requires less design
effort than a large processor core. Although this
benefit was not evaluated in this case study, it
also can run at higher clock frequency since the
wires are shorter and fan-outs are less. These
benefits make the proposed design approach
more attractive from engineering cost, compet-
itiveness, and time-to-market viewpoints.
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