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An Improved Recommendation Method for

Better Filtering Information out of Database

Saranya Maneeroj,† Hideaki Kanai†† and Katsuya Hakozaki†

Content-based filtering and collaborative filtering techniques have been used for selecting
information based on user’s previous preference tendency and opinions of other people who
have similar tastes with the user. Combining both filtering techniques or hybrid systems
have also been proposed to get better recommendation results. In this paper, we present an
improved recommendation method that copes with the sparsity rating problem and increases
the quality of Information Filtering agent of the hybrid systems. This propose is to recommend
information that reflect the user interest more accurately. As implementing our method,
we also present an experimental recommender system for movie, called e-Yawara (extended
Yawara). The evaluation shows that e-Yawara is more efficient and provides more accurate
results than conventional filtering systems, both collaborative filtering and hybrid systems.

1. Introduction

In everyday life, we rely on recommenda-
tions from other people, movies and book re-
views printed in newspaper, and general sur-
veys such as restaurant guides. The explo-
sive growth of the Internet has brought us a
vast amount of information that any person can
hardly digest. To cope with the flood of infor-
mation, various recommender systems 1) have
been created to assist and augment this natu-
ral social process. Examples are GroupLens 2),
a recommender system on Netnews community,
PHOAKS 3), recommendation of Web resources
mined from Usenet news messages, Yawara 4), a
documents strolling space based recommender
system, MovieLens 5), a movie recommender
system created by GroupLens research team,
and Ringo 6), a music recommender system.
The recommender systems advise users to se-
lect information that users may be interested
in and filter out what users may not be in-
terested in. Various recommendation methods
have been proposed. The recent recommenda-
tion methods try to combine content-based fil-
tering and collaborative filtering techniques in
order to get better recommendation results.
However, they still suffer from several prob-

lems. The first one, they use co-rated items in
finding correlated neighbors for an active user,
so they always suffer from sparsity rating prob-
lem. The other one, a user profile in their Infor-
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mation Filtering (IF) agent (or rating robots)
is fixed, cannot be changed to reflect the user’s
preference accurately, so their recommendation
results may be inaccurate.
The purpose of this paper is to propose a

better recommendation method to cope with
the problems mentioned above. An experimen-
tal recommender system for movie, called e-
Yawara (extended Yawara) created for perform-
ing our method, is also described.
The next section reviews the exist filtering

techniques used in current recommender sys-
tems and discuss their problems. We then
present our approach on how to cope with these
problems in Section 3. In Section 4, we explain
about our system structure. In Section 5, we
present evaluation of our approach and its re-
sults. We then discuss about the derived evalu-
ation results in Section 6. Finally, we give some
concluding remarks in the last section.

2. Related Works

2.1 Content-based Filtering
The early recommender systems use content-

based filtering techniques. The systems build a
profile of user preference by observing the be-
havior of an individual user to predict which
information would be selected or rejected. The
Yawara system 4) is an example of content-
based filtering system, which is developed by
our laboratory members. It is a Web-based vir-
tual library. Yawara recommends documents
for a user by changing configuration of ob-
jects on document space, according to succes-
sive change of the individual user preference (or
user’s profile), in order to make that user eas-
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Table 1 Example of user’s rating and filterbots (IF agent) data (where
rating scale ranged from −1 to 1).

Item User A B filterbot1 filterbot2
1 0.5 −1 1
2 ↓ 0.5 0
3 Overlap Data 0 1

ily understand which information on the space
he/she seems to be interested in.
Although content-based filtering techniques

have been success, certain drawback still re-
mains on the techniques. The drawback is
that they do not provide much in the way of
serendipitous discovery. The serendipitous dis-
covery means that a system will give satisfac-
tory recommendation results, which a user has
never thought that he/she will be interested in.

2.2 Collaborative filtering
To cope with the drawback of content-based

filtering techniques, collaborative filtering tech-
niques have been proposed. Collaborative fil-
tering systems recommend items based on the
opinion (rating) of other users who have sim-
ilar tastes. One well-known example of these
system is GroupLens system 2), which has been
implemented for filtering Usenet news postings.
It provides an open architecture wherein peo-
ple can rate articles and their ratings are dis-
tributed through the net. GroupLens employs
Pearson r correlation coefficients to determine
correlated value between users. It uses co-rated
items to find correlation neighbors for an active
user (a user for whom the system is finding rec-
ommendation results).
The limitations of collaborative filtering tech-

niques are early-rater and sparsity rating prob-
lems. The early-rater problem occurs when a
user is the first on the system, hence he/she
rates documents without receiving any recom-
mendation. For sparsity rating problem, it oc-
curs when each user has rated a tiny percentage
of total number of items, then overlap between
user’s ratings (or number of co-rated items) is
small, or sometimes no overlap occurs. Since
collaborative filtering techniques use co-rated
items in finding correlated neighbors for an ac-
tive user, this sparsity ratings causes recom-
mendation results to be not so accurate and
sometimes cannot be produced.

2.3 Hybrid System (Combination of
Content-based and Collaborative
Filtering Techniques)

The next level of recommender systems is hy-
brid system. Hybrid systems combine content-

based and collaborative filtering techniques in
an effort to overcome the limitations of each,
such as MovieLens system 5), a movie recom-
mender system created by the GroupLens re-
search team. It adds filterbots (Information Fil-
tering agent) into collaborative filtering system.
Filterbots are rating robots that participate
as members of a collaborative filtering system.
Filterbots help users who agree with them by
providing more ratings upon which recommen-
dations could be made. Although current hy-
brid systems can solve the lacking of serendip-
itous discovery problem in content-based filter-
ing techniques and early-rater problem in col-
laborative filtering techniques, sparsity rating
problem still remains on the system.
This is because most of the current hybrid

systems still use co-rated items among users in
finding correlated neighbors for an active user,
and co-rated items between filterbot and user
to find agreed filterbots. For example, if each
user has rated a tiny percentage of total items
as shown in Table 1, the overlap (or number of
co-rated items) between UserA and Filterbot1
is only one item. Then the quality of corre-
lated value between UserA and Filterbot1 will
be low. GroupLens system has specified that
the overlap between user’s ratings must not be
less than 50 items in order to achieve qualified
correlated value.
In addition, IF agents in current hybrid sys-

tems tend to produce low quality rating data,
because their user profile is fixed beforehand
and cannot be changed to reflect the user’s pref-
erence accurately even if the user’s interest or
user’s behavior has successively changed.

3. Research Approach

3.1 Mechanism for Calculating Corre-
lated Neighbors for an Active User

We have realized that the sparsity rating
problem would be eliminated when co-rated
items are not used in finding correlated neigh-
bors for an active user. Accordingly, we pro-
posed to use similarity between user feature
vectors (UFV s) of each couple of users in find-
ing correlated neighbors instead. When spar-
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Fig. 1 Movie space.

sity rating problem is eliminated, the system
would be able to produce more accurate results.

3.2 Mechanism for Calculating IF
Agent Rating

In an effort to obtain higher level of accu-
racy on the recommendation results, we in-
crease quality of prediction score (or rating)
of IF agent by using similarity between user
feature vector (UFV ) and movie feature vec-
tor (mfv) as rating data predicted by our IF
agents. The UFV in our method will be up-
dated to get closer to mfv of movie that user
needs, according to successive change of user’s
ratings (or user’s interest) and user’s history
data. Therefore, our IF agents can produce
better rating data every time, after each user
has rated interest value toward any movies or
taken action on our movie space (Fig. 1).

3.3 The characteristic of UFV and
mfv

The idea about characteristic of UFV
and mfv is taken from Yawara system 4).
These vectors are represented by Vector Space
model. Their characteristics are UFV =
(w1, w2, .., wn); where wi is the weight that
user gives for keyword (i), and mfv(i) =
(wi1, wi2, ...., win); where wij is the weight that
movie (i) has toward keyword (j) and n in both
UFV and mfv is the number of keywords. The
keyword list in the vector mfv is 20 movie cat-
egories extracted from category table in cin-
ema magazine. The weight of mfv ranges from
−1 to 1. It is positive when that keyword (or
category) matches with the movie, 0 when un-
known, and negative when it does not match
with the movie. The vector UFV has the same
keyword list as that the vector mfv has. The
weight of UFV also ranges from −1 to 1. It
is positive when the user likes a movie in that
category (or keyword), 0 when the user feels

neutral, and negative when the user dislikes a
movie in that category.

3.4 Similarity between Two Vectors
In order to calculate the similarity between

two vectors, we define it using a distance be-
tween two vectors, so called a non-similarity.
We define non-similarity as L1 distance (Man-
hattan distance 7)) because it can take size of
each component of a vector into account. ☆
The distance between vector A (wa1, wa2, ....,

wan) and vector B (wb1, wb2, ...., wbn) is defined
as follows:

d =
n∑

i=1

|wai − wbi| (1)

where, n is the number of weight elements,0 ≤
d ≤ 2n, and the size of each weight w is −1 ≤
w ≤ 1.

We define the similarity as the difference be-
tween the value of full distance (2n) and dis-
tance (d), (2n − d). Then normalize the simi-
larity.

Similarity = 1− d

2n
(2)

where, 0 ≤ similarity ≤ 1.
3.5 Mechanism for Updating User

Profile in IF Agent
Although systems with filterbots such as

MovieLens system are effective, certain draw-
back remains on them. The drawback is user
profile in their IF agent is fixed. In order to
change user profile in IF agents dynamically,
we update user’s preference (i.e., user feature
vector : UFV ), by a feedback technique. Our
Filterbot can produce prediction score (or rat-
ings) updated every time user’s rating increase.
For the update process of UFV in our

method, we considered that when a user clicks
on some movie objects in our movie space pre-
sented in Fig. 1 frequently and he/she is very
interested in those movies, his/her feature can
be considered to become closer to the feature of

☆ A widely used measure of similarity is the vector
cosine similarity measure, namely the cosine of the
angle between two vectors. This measure is useful
in case of no need to compare size of each compo-
nent of both vectors. In case of computing similarity
between a vector: A and a vector: B produced by
scalar multiplication of A, the similarity is 1. On
the other hand, there is need to differentiate size
between each component of A and the correspond-
ing of B in our research. That is why L1 distance
is used here.
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Fig. 2 e-Yawara architecture.

those movies. Accordingly, the change of rat-
ing data (or interest value) and history data of
a user are mapped to the movie features, then
these mapped properties will be used to update
the user feature.

UFVupdate

= a × (bHchange + cIchange)MFV

+ UFVprevious (3)

where UFVupdate is the updated user feature
vector, Hchange is a vector which represents the
history data of an active user, Ichange is a vector
which represents the interest value of an active
user, MFV is matrix of all movie feature vec-
tors, and a, b and c are all coefficients. The
detail of this equation is described in paper of
Yawara system 4).

4. Our System Structure

In order to implement our approach, we gen-
erated an experimental recommender system
for movie called e-Yawara (extended Yawara).
Our system is designed based on an assump-
tion that the target information are distributed
on the Internet. Figure 2 shows our system
architecture.
As shown in Fig. 2, our Virtual Library Server

consists of 4 main parts: Movie space, Movie
database, User database and Recommendation
engine. Movie space (Fig. 1) contains 100 3D
movie objects. Movie database contains mfv
(movie feature vector) of all movies in our sys-
tem. User database can be divided into 4 types
of database: “Original UFV database”, “Up-
dated UFV database”, “User’s interest value

database” and “History database”. Original
UFV database contains the original UFV (user
feature vector) of all users. Updated UFV
database contains the most updated version of
UFV of all users. The vector UFV will be up-
dated all times after users click on some movie
objects on Movie space (Fig. 1) or rate inter-
est value for such movies, in order to recon-
struct UFV (user feature vector) to get closer
to the real interest of that user. User’s inter-
est value database contains all ratings of in-
terest value toward each movie of all users,
−1 ≤ interestvalue ≤ 1. History database con-
tains data about activities of all users. Activ-
ities refer how often each user clicks on each
movie object on Movie space (Fig. 1). The last
part of Virtual library server is Recommenda-
tion engine which generates recommendation
results.
In our system, Apache 1.3.6 on Linux PC acts

as WWW server software, is used for a server.
The system is implemented by Java (JDK 1.2)
and VRML 2.0. In order to access database in
the server from user clients, Perl is used for CGI
Script. In addition, EAI (External Authoring
Interface) is used in order to operate the Movie
space described with VRML 2.0 (Virtual Re-
ality Modeling Language) 8) from Java Applet
dynamically. User clients enable users to ac-
cess and operate virtual library server. The
clients are implemented as Netscape Communi-
cator 4.7 (or newer) on Windows 98 (or newer)
PC with Cosmo Player 2.1; plug-in software for
VRML 2.0. Movie servers contains movie infor-
mation which will be referred by users via URL
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when they want to see the movie in detail.

5. Experimental Evaluation

5.1 Data
We generated an experimental recommender

system for movie called e-Yawara. The struc-
ture is presented in section 4. In our experimen-
tal evaluation, 100 movie data were provided in
database and 16 users were willing to use our
system. Total ratings collected from our exper-
iment sum up to 599 ratings. 20% of the ratings
of each user were randomly selected. These rat-
ings comprised the test set. The remaining 80%
formed the source set.

5.2 Evaluation Criteria
In our experiment, three different measures

were used for determining the quality of recom-
mendation produced.

Coverage is a measure of the percentage of
items for which system can provide recommen-
dations. A high coverage value indicates that
recommendation system provides assistance in
selecting among most of the items.

MAE (Mean Absolute Error) is a mea-
sure of deviation of recommendations from the
true user- specified value. The lower the MAE,
the more accurate the recommendations.

ROC sensitivity is an indication of how ef-
fectively the system can steer people toward
highly-rated items and away from low-rated
one. Operationally, it is the area under the
receiver operating characteristic curve (ROC)-
a curve that plots the sensitivity vs. 1-
specificity 9) of the test set. Sensitivity refers
to the probability of randomly selected good
items being accepted by the system. Specificity
refers to the probability of randomly selected
bad items being rejected by the system. The
ROC sensitivity ranges from 0 to 1, where 1 is
perfect filter, 0.5 is random filter. To opera-
tionalize ROC, we must determine which items
are “good” and which are “bad”. Since the rat-
ing scale in our experiment ranges from −1 to
+1, we use the user’s own rating, with a map-
ping that the one greater than or equal to 0.3
are good and the one less than 0.3 are bad.

5.3 Comparing e-Yawara with the
Conventional Systems

We compared our method with some conven-
tional methods. The first one is the method of
GroupLens system — a well-known collabora-
tive filtering system. Another one is the method
of MovieLens system — a hybrid system devel-
oped by the Grouplens research team. We sim-

Table 2 Evaluation results between e-Yawara and
GroupLens.

Method MAE Coverage
GroupLens 0.3586 83.08%
e-Yawara 0.3402 100%

ulated the method of GroupLens and Movie-
Lens systems on the same data set of e-Yawara
system, and then we predicted a value for each
rating in the test set based on each method,
using only data in the source set.
Considering MovieLens and e-Yawara, both

systems in our experiment are hybrid system
that has one filterbot on collaborative filtering
framework, but the filterbot of MovieLens is
fixed while filterbot of e-Yawara can be updated
dynamically according to successive change of
user’s preference. Therefore, we tried to calcu-
late filterbot rating values of MovieLens when
each user has rated only half of the whole rat-
ing in the test set. We then took these acquired
filterbot rating values to incorporate with the
whole rating in test set to calculate recommen-
dation results.

5.4 Evaluation Results
( 1 ) Comparison between e-Yawara and
GroupLens
We used Mean Absolute Error (MAE), which
has been used previously by Shardanand and
Maes in Ringo system 6) and Coverage to be
criteria in comparing e-Yawara and GroupLens
system. As presented in Table 2, the MAE of
e-Yawara (0.3402) is less than GroupLens sys-
tem (0.3586). The difference of MAE is around
0.018 or it is around 5.3% of MAE derived by
e-Yawara. Considering that the rating scale
of our experiment ranges from −1 to +1, the
difference of 0.018 is significant. Table 2 also
shows that our method can provide the good
performance with no loss in coverage, but Grou-
pLens system provides only 83.08% of coverage.
From these MAE and Coverage values, it can
be concluded that our method is more effective
and produces more accurate results than recom-
mendation method used in GroupLens system.
We did not mention ROC metric, because it
can be expressed that e-Yawara is more effi-
cient than GroupLens when just using only ba-
sic metric as MAE and coverage.
( 2 ) Comparison between e-Yawara and
MovieLens
MovieLens research team has proposed many
kinds of filterbot (IF agent). In comparing
MovieLens and e-Yawara systems, both sys-
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Table 3 Evaluation results between e-Yawara and
GroupLens.

Method MAE Coverage
MovieLens 0.3635 100%
e-Yawara 0.3402 100%

Fig. 3 ROC value between e-Yawara and MovieLens.

tems are hybrid system, the number of filterbot
in these two systems should be equal. Since
there is only one kind of filetrbot in e-Yawara,
there should be only one kind of filterbot in
MovieLens system also. According to the re-
sults from MovieLens research paper 5), a cer-
tain robot that produced the best recommenda-
tion is Mega-GenreBot. We then implemented
MovieLens method (a hybrid method; combi-
nation of content-based filtering and collabora-
tive filtering techniques) by combining Mega-
GenreBot (IF agent) into the GroupLens sys-
tem, which is a collaborative filtering frame-
work.
We used MAE and ROC to be criteria in

comparing recommendation quality between e-
Yawara and MovieLens systems. We do not
mention coverage metric, because the coverage
value of these two systems are equal (no loss
of coverage) as presented in Table 3. Table 3
also shows that, The MAE value of e-Yawara
(0.3402) is less than MovieLens system (0.3635)
around 0.023 or it is around 6.8% of MAE de-
rived from e-Yawara. The same reason as com-
paring with GroupLens above, the rating scale
of our experiment ranges from −1 to +1, so the
difference of 0.023 is significant.
As presented in Fig. 3, The ROC value of

e-Yawara (0.7108) is higher than MovieLens
system (0.5945) around 0.116. As the experi-
ence of the MovieLens research team, they as-
sert that the ROC difference of “0.01” or more
are meaningful. From these MAE and ROC
values, it can be concluded that our method
is more effective and produces more accurate

Table 4 Matrix of user’s ratings (where rating scale
ranged from −1 to 1).
Movie User 1 2 3 4

Reality Bites
Mars Attacks 0.5 0.6
Trainspotting
Empire Records

Swingers

results than recommendation method used in
MovieLens system.

6. Discussion

6.1 Experimental Results
As mentioned in the previous section, e-

Yawara is more effective and its results more
accurate than both GroupLens and MovieLens
systems. One of the reasons is that GroupLens
and MovieLens systems employed Pearson r
correlation coefficient (or using co-rated items)
to find correlated neighbors for an active user.
However, there is a large number of items in
the general systems, so it is difficult for users to
have co-rated items enough to find highly cor-
related neighbors, namely the good predictors.
For example, some parts of data we got from
our experiment in Table 4 show that among
of 5 movies, User 1 and User 4 have only 1 co-
rated item, and other users have no any mutual
co-rated item. From the data in Table 4, Grou-
pLens and MovieLens systems claim that User 4
is the good predictor for User 1 because ratings
of their co-rated item (item2 or Mars Attacks),
the value are almost equal (0.5 and 0.6). As
a matter of fact, only one number of co-rated
item cannot conclude whether User 4 is a good
predictor. Therefore, the results of GroupLens
and MovieLens systems tend to be incorrect in
assuming User 4 is a good predictor of User 1,
so is the data of User 4 used to predict User 1.
In the case of e-Yawara, it uses similarity be-

tween user feature vectors in place of co-related
items in finding correlated neighbor for an ac-
tive user. So the results of e-Yawara are still
accurate even there is very few or none of co-
rated items.
Another reason is filterbot concept. Con-

sidering about GroupLens and MovieLens sys-
tems, normally, filterbot provides more ratings
to users who agree with the filterbot. There-
fore, it enables MovieLens system to produce
more recommendations than GroupLens sys-
tem, as shown from coverage value of both sys-
tems (GroupLens 83.08%, MovieLens 100%) in
Table 2 and Table 3 respectively. The reason
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is that MovieLens system is a combination of
collaborative filtering framework and filterbot,
and GroupLens system is a collaborative filter-
ing framework.
As a matter of fact, filterbot should enable

the recommendations produced by MovieLens
system to be more accurate than those pro-
duced by GroupLens system. However, since
rating data in our experiment is so few, the ac-
curacy of these two systems are insignificantly
different, as shown fromMAE value of both sys-
tems (GroupLens 0.3586, MovieLens 0.3635) in
Table 2 and Table 3 respectively. Therefore,
from these coverage and MAE value, it reflects
that the system with filterbot (MovieLens) is
more effective than the system without filter-
bot (GroupLens).
Recommendation results produced by Movie-

Lens system is less accurate than e-Yawara be-
cause a filterbot in MovieLens system cannot
re-rate all times as the number of user’s rating
increases from only half up to the whole test set.
The efficiency in helping users to select high
quality items from the item set is also less than
e-Yawara, as shown from the result of MAE and
ROC values respectively in Table 3 and Fig. 3.
The reason is that a filterbot in e-Yawara can
produce prediction score (or ratings) updated
every time user’s rating increase.

6.2 Other Systems
Ian Soboroff proposed a model for filter-

ing collaboratively using document content
represented by the generalized vector space
model 10). They have addressed a similarity
which exits between collaborative filtering algo-
rithms and retrieval using the generalized vec-
tor space model. We have concentrated on the
recommendation method and updating method
of user profile in IF agents.
Fab 11) is a system which combine content-

based filtering and collaborative filtering. The
system uses only content-based approach to
choose which items founded by any IF agents
are rated by the user’s content based profile and
the most highly rated items are recommended
to the user. In contrast, our method uses col-
laboration among users to determine the rat-
ings of predicted movie and uses the content-
based user profile to compute similarity among
users.
Pazzani 12) has proposed “Collaboration via

content”, which is the hybrid approach in the
context of recommending restaurants. This is
similar to our method, but user profiles in IF

agents is fixed and user profiles cannot be up-
dated dynamically according to a change of a
user’s preference. On the other hand, Basu et
al.,13) proposed an inductive learning approach
to recommendation. This approach use an in-
ductive learning system Ripper instead of IF
agents in order to predict user preference. The
approach is able to use both ratings informa-
tion and other forms of information about each
artifact in predicting user preferences. In con-
trast, we have concentrated on dealing with a
problem that IF agents in current hybrid sys-
tems tend to produce low quality rating data.
The inductive learning approach is beyond the
scope of our paper.

7. Conclusions and Future Work

In this paper, an improved recommendation
method has been proposed in order to help
users more easily filter the interesting informa-
tion out from the large database. This pro-
posed method is a new hybrid method that can
provide better recommendation results by com-
bining collaborative filtering technique without
sparsity rating problem and content-based fil-
tering technique with dynamic user profile. A
movie recommender system based on our hy-
brid method called e-Yawara system has also
been created to implement and evaluate our
method. The remaining sparsity rating prob-
lem that occurs when co-rated items is used
can be eliminated by adopting similarity be-
tween user feature vectors. The quality of pre-
diction value from IF agent is also improved
by adopting user profile which can be updated
according to successive change of user’s prefer-
ence. The evaluation of recommendation Cov-
erage and Mean Absolute Error (MAE) shows
that e-Yawara is superior to a conventional col-
laborative filtering system, GroupLens system.
The evaluation of recommendation ROC sen-
sitivity and Mean Absolute Error (MAE) also
shows that e-Yawara is superior to MovieLens
system, which is a current hybrid system devel-
oped by GroupLens research team.
We have realized that further study and

development is required in order to make e-
Yawara more efficient. One problem of e-
Yawara system is that it uses only rating num-
ber of user’s interest to express user’s opinion.
However, only rating number cannot be used
to express all types of preferences that people
have toward each movie. We have 40 completed
questionnaires on what reasons (or factors) in-
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dividual uses to make decision in watching a
movie. Their reasons could be categorized into
Movie categories, Popularity of actor or actress,
His/her interest degree toward actor or actress,
Director, Freshness of film, Popularity degree
of each film, Movie preview, Soundtrack, In-
tensity of visual effect, Intensity of animation
effect, Location where the film is shot, Story
Line, Movie’s origin, Award and Title obtained,
Top ranking film and Critic’s complements. In
our future work, we consider these reasons (or
factors) as essential to be included in our movie
recommender system in order to give better rec-
ommendation results.
Other problem is this time of our experiment

has been built from a small group of users and
a small database of movie data. Future work
should both incorporate larger movie and user
sets in order to make e-Yawara more practical,
predictive and accurate.
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