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Regular Paper

Exploiting and Combining Multiple Resources for

Query Expansion in Cross-Language Information Retrieval

Fatiha Sadat,† Akira Maeda,†† Masatoshi Yoshikawa†††,†

and Shunsuke Uemura†

As Internet resources become accessible worldwide, the need to develop methods in Cross-
Language Information Retrieval for different languages becomes increasingly important. In
the present paper, we focus on query expansion techniques to improve the effectiveness of
information retrieval. Combination of the dictionary-based translation and statistics-based
disambiguation approaches is indispensable in overcoming query translation ambiguity. We
therefore propose herein a model, which uses multiple sources for query reformulation, orga-
nization, translation and disambiguation, to select target translations and retrieve requested
information. Relevance feedback or thesaurus-based expansion, as well as a new feedback
strategy, which is based on the extraction of domain keywords to expand an original query,
are introduced and evaluated. We tested the effectiveness of the proposed combined method
using an application of French-English information retrieval. Experiments using the TREC
data collection revealed the proposed combination of disambiguation and query expansion
techniques to be highly effective.

1. Introduction

The rapid growth in the number of people
who have access to the internet, as well as the
increasing availability of distributed informa-
tion and linguistic resources for research, has
made information retrieval such a crucial task
to fulfill user’s needs, that is to find, retrieve
and understand relevant information, in what-
ever language and form.
Cross-Language Information Retrieval

(CLIR) consists of providing a query in one
language and searching document collections in
one or more languages. Therefore, a translation
form is required. In the present paper, we focus
on query translation rather than on document
translation, which is considered to be an unre-
alistic translation task because of the enormous
number of documents to manage. Our first con-
cern is to find retrieval methods, which per-
form across languages and do not rely on scarce
resources such as parallel corpora. Bilingual
Machine Readable Dictionaries (MRDs), which
are considered as more prevalent than parallel
texts, appear to be a good alternative. How-
ever, simple translations tend to be ambigu-
ous and therefore yield poor results. Combin-

† Graduate School of Information Science, Nara Insti-
tute of Science and Technology (NAIST)

†† Department of Computer Science, College of Science
and Engineering, Ritsumeikan University

††† Information Technology Center, Nagoya University

ing dictionary-based translation and statistics-
based disambiguation can significantly reduce
errors associated with polysemy☆ in dictionary
translation. Automatic query expansion, one of
the most important methods by which to over-
come the word mismatch problem in informa-
tion retrieval, is also considered in the present
paper. As an assumption to reduce the effect
of ambiguity and errors that arise when using
dictionary-based methods, a statistical disam-
biguation method is performed prior to and af-
ter translation. Although we conducted our
experiments and evaluations on French-English
information retrieval, the proposed techniques
are common across different languages.
The main contribution of this research con-

cerns an evaluation and comparison between
various combinations of expansion techniques
involving pseudo-relevance feedback, thesauri
as well as a new feedback named domain-based
feedback. Domain-based feedback is based
on hierarchical category schemes and pseudo-
relevance feedback in order to extract domain
keywords and expand original queries. New
weighting schemes are proposed for each expan-
sion technique in order to select relevant expan-
sion terms. Moreover, we proposed new disam-
biguation methods. The first disambiguation
method is based on ranking of source query

☆ Polysemy is a word which has more than one mean-
ing.
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terms and disambiguation of target transla-
tions. The second disambiguation method is
based on ranking and disambiguation of target
translations.
The remainder of the present paper is orga-

nized as follows: Section 2 presents an overview
of related works. Dictionary-based translation
and the proposed statistical disambiguation
techniques are described in Section 3. Query
expansion techniques using different combina-
tions are introduced in Section 4. Experiments
and evaluations are discussed in Section 5. Sec-
tion 6 presents the conclusion of the present
paper.

2. Related Works

Research in CLIR dates back to the early sev-
enties when Salton21),24) established that the
performance of English-French CLIR was com-
parable to the performance of monolingual re-
trieval when manually developed resources were
employed for query translation. Twenty years
later, the availability of linguistic resources re-
vealed the possibility of multilingual retrieval
with minimal manual intervention.
Current approaches to CLIR may be classi-

fied conveniently into four classes: the Machine
Readable Dictionary-based (MRD) approach,
the Machine Translation-based (MT) approach,
the corpus-based approach, which relies on par-
allel or comparable corpora, and other ap-
proaches which are based on other existing lin-
guistic resources, such as the thesaurus.
MT approach is effective; however, a dis-

advantage of present fully automatic machine
translation systems is that these systems are
able to produce high-quality translations but
only in limited domains16). A certain amount
of syntactic error is acceptable if the results
of the information retrieval system are not ad-
versely affected; however, MT errors that oc-
cur during the translation of concepts can pre-
vent relevant documents from being retrieved,
i.e. those using incorrectly translated concepts.
An example is the word traitement in French,
which would be translated to English as pro-
cessing rather than as salary, the retrieval pro-
cess would yield incorrect results.
Corpora-based approaches, which are based

on parallel or comparable texts, also have draw-
backs. Test corpora are costly to acquire and
not readily available. Training corpora must be
very large. Moreover, finding previously exist-
ing translations of the appropriate type of doc-

uments is difficult and translated versions are
expensive to create. Nie, et al.15) proposes a
successful method to gather parallel texts auto-
matically from the Web and construct a train-
ing corpus. However, this method would be ex-
pensive for any pair of languages or even not
applicable for some languages, which are char-
acterized by few amounts of Web pages on the
Web.
Therefore, growing interest has been ex-

pressed in the potential of knowledge-based
technology. Automatic MRD’s query trans-
lation, on its own, has been found to de-
crease effectiveness by 40-60% compared to
monolingual retrieval1),9). The combination
of dictionary-based translation and statistics-
based disambiguation has been successfully ex-
ploited in several research related to informa-
tion retrieval1),2),7),9),11),24),25),29).
Although, most research on CLIR has con-

centrated on query translation and disam-
biguation, and has investigated statistical ap-
proaches, no consideration was given to rank-
ing, selection of source query terms or tar-
get translations. Moreover, query expansion
has been proven effective in improving the per-
formance of information retrieval1),2),4),13),14).
Some research studies have attempted to com-
bine various types of thesauri, in essence draw-
ing upon the strengths of each to counter
their various weaknesses. Mandala, et al.13),14)
has proposed the use of heterogeneous the-
sauri for query expansion, by combining three
types of thesauri, a handcrafted thesaurus, a
co-occurrence-based thesaurus, and a syntactic-
relation-based thesaurus. Experiments using
TREC-7 collection have demonstrated the effec-
tiveness of the proposed method. However, the
scope of the research completed by Mandala,
et al.13),14) is limited to monolingual informa-
tion retrieval and does not include any CLIR
environment.
In the present paper, we focus on query trans-

lation and disambiguation of multiple target
candidates and query expansion using various
combinations of query expansion techniques, in
order to improve the effectiveness of retrieval
across languages. We propose and discuss the
application of a statistical disambiguation tech-
nique prior to and subsequent to dictionary
translation. Extraction, selection and addition
of terms that emphasize query concepts are
performed using expansion techniques such as,
pseudo-relevance feedback and thesaurus-based
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Fig. 1 Overview of the proposed Cross-Language Information Retrieval system.

expansion. Moreover, a new expansion tech-
nique, domain-based feedback, which extracts
and selects domain keywords in order to ex-
pand original queries is introduced and evalu-
ated. Expansion terms will be selected based
on weights and ranks using a scheme based on
co-occurrence tendencies with all query terms.
Weighting schemes depend on the structure of
each expansion technique. Linear combinations
involving pseudo-relevance feedback, domain-
based feedback and thesauri are discussed for
the purpose of creating an optimal model for
query expansion and enhancing the effective-
ness of information retrieval.

3. Translation/Disambiguation in
CLIR

We initiated the concept of an information re-
trieval system involving query translation, dis-
ambiguation and expansion, as well as retrieval
of documents in the target language19).

3.1 Overview of the Proposed CLIR
System

Figure 1 shows the overall design of
the proposed Cross-language Information Re-
trieval system. Query expansion is applied
prior to and/or subsequent to the transla-
tion/disambiguation process. Among the pro-
posed expansion strategies are, relevance feed-
back, domain-based feedback and thesaurus-
based expansion. This can be completed simply
by translating user’s queries into the target lan-
guage and then selecting the best target trans-

lations, which can be a single term or several
weighed terms, for each source query term.
In the present study, a term-by-term transla-

tion using a bilingual MRD is performed after
simple stemming of query terms to replace each
term with its inflectional root, to remove most
plural word forms, to replace each verb with its
infinitive form and to remove stop words and
stop phrases. Three primary tasks are accom-
plished using the translation/disambiguation
module. First, an organization of source query
terms, which is considered key to the success
of the disambiguation process, will select best
pairs of source query terms. Next, a term-
by-term translation using the dictionary-based
method20), in which each term or phrase in the
query is replaced by a list of possible transla-
tions, is completed. The problem of missing
words in the dictionary, which are essential for
the correct interpretation of the query, could
be solved. This may occur either because the
query deals with a technical topic, which is out-
side the scope of the dictionary or because the
user has entered some form of abbreviations or
slang, which is not included in the dictionary16).
In order to solve this problem, an automatic
compensation via synonym dictionary or exist-
ing thesaurus in the concerned language, is in-
troduced. This case requires an extra step to
look up the query term in the thesaurus or syn-
onym dictionary and find equivalent terms or
synonyms of the targeted source term, thus per-
forming a query translation. In addition, short
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queries of one term are handled in this phase. In
the third task, disambiguation of target trans-
lations, best translations related to each source
query term are selected. Finally, documents are
retrieved in the target language.

3.2 Co-occurrence Tendency
All possible combinations of source query

terms are constructed and ranked depending on
their mutual co-occurrence in a training corpus.
A type of statistical metric called co-occurrence
tendency12) can be used to accomplish this
task. Methods such as Mutual Information
(MI)3),20), Log-Likelihood Ratio (LLR)5), the
Modified Dice Coefficient12) or Gale’s method6)
are all candidates for the co-occurrence ten-
dency.
If a word A frequently co-occurs with another

word B in a fixed window size of a corpus, we
can expect their co-occurrence tendency to be
high. Thus, correct pairs of terms tend to co-
occur in a corpus and incorrect pairs tend not
to co-occur. We use this hypothesis to rank
pairs of source query terms according to their
co-occurrence tendencies in the source language
corpus. As well, correct translations of query
terms should co-occur in the target language
corpus and incorrect translations should tend
not to co-occur. We use again this hypothe-
sis as the foundation for a method to disam-
biguate target translations according to their
co-occurrence tendencies in the target language
corpus. Therefore, the selection of pairs of
source query terms for translation, as well as
the disambiguation of translation candidates in
order to select target translations, is performed
by applying one of the statistical metrics based
on co-occurrence frequency, as follows:

Mutual Information (MI )
This estimation uses mutual information3) as

a metric for significance of word co-occurrence
tendency, as follows:

MI(w1, w2) = log
Prob(w1, w2)

Prob(w1)Prob(w2)

Here, Prob(wi) is the frequency of occurrence
of word wi divided by the size of the corpus
N , and Prob(wi, wj) is the frequency of occur-
rence of both wi and wj together in a fixed win-
dow size in a training corpus, divided by N , i.e.
number of terms in the corpus.

Log-Likelihood Ratio (LLR)
The Log-Likelihood Ratio5) has been used in

a number of research studies. LLR is expressed
as follows:

Translation Candidates
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Drogue  stupéfiant  remède   médicament …

Query

Doctor
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����������������

Translation Candidates

Ph-Docteur  médecin   frelater  arranger …
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Fig. 2 Two-term disambiguation process (Source/
Target languages are English/French).

−2 log λ = K11 log
K11N

C1R1
+K12 log

K12N

C1R2

+ K21 log
K21N

C2R1
+K22 log

K22N

C2R2
where,

C1 = K11 +K12, C2 = K21 +K22,
R1 = K11 +K21, R2 = K12 +K22,
N = K11 +K12 +K21 +K22,

K11 = frequency of common occurrences
of wordwiand wordwj ,

K12 = corpus frequency of wordwi −K11,
K21 = corpus frequency of wordwj −K11,

K22 = N −K12 −K22

3.3 Disambiguation of Target Transla-
tions

A word is polysemous if it has senses that
are different but closely related. For exam-
ple, the word right can mean something that
is morally acceptable, something that is factu-
ally correct, or one’s entitlement. A two-term
disambiguation of translation candidates can
be applied12),20) following the dictionary-based
translation. The standard procedure for two-
term disambiguation is as follows:
( 1 ) Construct all possible combinations of
pairs of terms, from the translation candi-
dates.

( 2 ) Request the disambiguation module to
obtain the co-occurrence tendencies. The
window size is set to one paragraph of a text
document rather than to a fixed number of
words.

( 3 ) Choose the translation, which shows the
highest co-occurrence tendency, as the most
appropriate.
Figure 2 shows an example of the two-term

disambiguation process for an English query
“doctor, drug”. All possible combinations of
translation candidates of both source terms
are constructed and ranked based on their co-
occurrence tendencies as follows: (médecin,
médicament), (médecin, remède), (médecin,
drogue), etc. The best combination having
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the highest co-occurrence tendency is selected
for the pair of target French terms “médecin,
médicament”. As illustrated in Fig. 2, the dis-
ambiguation procedure is used for two-term
queries due to computational cost12). In ad-
dition, the primary problem concerning long
queries involves the selection of pairs of terms
as well as the order of disambiguation. We pro-
pose and compare two disambiguation methods
for long queries (n-term disambiguation).
The first method, denoted by RSDT (Rank-

ing Source query terms and Disambiguation
of Target translations), is based on a ranking
of pairs of source query terms before transla-
tion and then disambiguation of target trans-
lations. The key concept in this step is to
maintain a ranking order from the organization
phase and perform translation and disambigua-
tion starting from the most informative pair of
source terms, i.e. a pair of source query terms
having the highest co-occurrence tendency in
the source language corpus. These source
terms are translated using a bilingual dictio-
nary. Disambiguation of translation candidates
is completed following the co-occurrence ten-
dencies in the target language corpus. Thus,
co-occurrence tendency is involved within the
RSDT method in both source and target lan-
guages corpora.
The second method, denoted by RTDT

(Ranking Target translations and Disambigua-
tion of Target translations), is based on a rank-
ing of target translation candidates, following
their co-occurrence tendencies in the target lan-
guage corpus.
The proposed statistical disambiguation

methods could be employed on large-scale,
domain-independent test corpora such as col-
lection of newspapers or generalized debates.
Specialized domain texts sometimes lack terms,
which are necessary for an efficient query dis-
ambiguation.
Suppose, Q represents a source query having

n terms s1, s2, . . . , sn.
RSDT Method: Ranking Source query terms
and Disambiguation of Target translations

( 1 ) Construct all possible combinations of
terms of one source query: (s1, s2), (s1, s3),
. . . , (sn−1, sn).

( 2 ) Rank all combinations, according to their
co-occurrence tendencies toward the highest
values.

( 3 ) Select the combination (si, sj) having
the highest co-occurrence tendency, where at
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Fig. 3 RSDT disambiguation process (Source/Target
languages are English/French).

Table 1 An example for RSDT method.

English Best French Translations
Query

Step 1 Step 2 Step 3Terms
Doctor – Médecin Médecin
Drug Médicament Médicament Médicament
Cure Guérir Guérir Guérir
Office – – Cabinet

least one translation of the source terms has
not yet been fixed.

( 4 ) Retrieve all translations related to this
combination from the bilingual dictionary.

( 5 ) Apply a two-term disambiguation pro-
cess to all possible translation candidates.

( 6 ) Fix the best target translations for this
combination and discard the other transla-
tion candidates.

( 7 ) Go to the combination having the next
highest co-occurrence tendency and repeat
steps 3 through 6 until the translation of ev-
ery source query term is fixed.
Figure 3 shows an example for the RSDT

method. Assume a source English query “doc-
tor drug cure office”. First, all possible combi-
nations of source query terms are constructed
and ranked based on their co-occurrence ten-
dencies as follows: (drug, cure), (doctor, drug),
(doctor, office), (doctor, cure). These combina-
tions are translated and their best translations
are selected and fixed according to highest co-
occurrence tendencies. As a result, the best
combination of target French translations is se-
lected as “médecin médicament guérir cabinet”.

Table 1 shows the different steps to select
source terms and fix the best translations.
The second disambiguation method proposed

herein is based on ranking and disambigua-
tion of target translation candidates using co-
occurrence tendencies.
RTDT Method: Ranking Target transla-
tions and Disambiguation of Target transla-
tions
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Fig. 4 RTDT disambiguation process (Source/Target
languages are English/French).

Table 2 An example for RTDT method.

English Best French Translations
Query

Step 1 Step 2 Step 3Terms
Doctor Médecin Médecin Médecin
Drug – Remède Remède
Cure Guérir Guérir Guérir
Office – – Fonction

( 1 ) Retrieve all possible translation candi-
dates for each source query term si from the
bilingual dictionary.

( 2 ) Construct sets of translations T1, T2, . . . ,
Tn related to each source query term
s1, s2, . . . , sn, and containing all possible
translations for the concerned source term.
For example, Ti = ti1, . . . , tin is the transla-
tion set for the term si.

( 3 ) Construct all possible combinations of el-
ements of different sets of translations. For
example, (t11, t21), (t11, t22), . . . , (tij , tnk).

( 4 ) Select the combination having the high-
est co-occurrence tendency.

( 5 ) Fix these target translations, for the re-
lated source terms and discard the other
translation candidates.

( 6 ) Go to the next highest co-occurrence ten-
dency and repeat steps 4 through 5 until
the translation of every source query term is
fixed.
Figure 4 shows an example for the RTDT

method with the source English query “doc-
tor drug cure office”. In this case, all possi-
ble combinations of target translation candi-
dates are constructed and ranked based on their
co-occurrence tendencies as follows: (médecin,
guérir), (guérir, remède), (remède, médecin)
(médecin, fonction), etc. The best French
translations are selected and fixed following the
highest co-occurrence tendencies. As a result,
the best combination of target French trans-
lations is selected as “médecin remède guérir
fonction”. Table 2 shows the different steps to

select and fix the best translations.

4. Query Expansion for Information
Retrieval

Query expansion has been considered in sev-
eral studies1),2),4),13),14) and the effectiveness of
this technique in improving the performance of
information retrieval has been proved. Follow-
ing the research reported by Ballesteros and
Croft1),2) on the use of local feedback in CLIR,
the addition of terms that emphasize query con-
cepts in the pre- and post-translation phases
improves both precision and recall. Mandala,
et al.13),14) proposed the use of heterogeneous
thesauri for the purpose of query expansion by
combining three types of thesauri. This com-
bined method was effective for monolingual in-
formation retrieval.
In the present paper, query expansion is rep-

resented by one of the following techniques:
pseudo-relevance feedback to select the most
highly weighted terms in the relevant docu-
ments, domain-based feedback to extract and
select domain keywords, and thesaurus-based
expansion to retrieve synonyms and multiple
word senses from a monolingual thesaurus.
Each expansion type is discussed below.

4.1 Pseudo-relevance Feedback
Pseudo-relevance feedback, which is applied

to query reformulation and expansion, attempts
to fix the number of retrieved documents and
assumes that the top-ranked documents are
relevant. Test collections including relevance
judgments are used to determine relevant docu-
ments among the retrieved ones. A fixed num-
ber of term concepts are extracted and their
co-occurrence frequencies in conjunction with
the original query terms are estimated. How-
ever, any query expansion must be handled
very carefully, because selecting just any ex-
pansion term could be dangerous. The pro-
posed expansion method via Rocchio-inspired
relevance feedback18) is based on statistical co-
occurrence tendency in conjunction with all
terms in the original query, rather than with
only one query term. Assume a query Q hav-
ing n terms term1, . . . , termn. A ranking factor
based on the co-occurrence tendency between
each query term and the expansion candidate
is defined as follows:

Rank(Q, expterm)

=
n∑

i=1

wi×co-occurrence(termi, expterm)
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where co-occurrence(termi, expterm) repre-
sents the co-occurrence tendency between a
query term and the targeted expansion candi-
date. This can be evaluated by any estima-
tion method, such as mutual information or log-
likelihood ratio. The value of wi, which repre-
sents the weight of the query term termi in re-
lation to the expansion term expterm, is equal
to 1 if a co-occurrence tendency between termi

and expterm exists; otherwise wi becomes 0.
Thus, all co-occurrence values are computed,

summed for all query terms (i = 1 . . . n) and
the expansion candidate of the highest rank is
selected as an expansion term for the query Q.
Note that the highest rank must be related to
the maximum number of terms in the query, if
not all query terms:MAX [

∑n
i=1 wi]

Such expansion may involve a number of ex-
pansion candidates or just a subset of the can-
didates.

4.2 Domain-based Feedback
The domain-based feedback approach19) at-

tempts to extract domain keywords from the
set of top-retrieved documents using standard
relevance feedback to expand the original query
set. Web directories, such as Yahoo!☆1 and Al-
taVista☆2 are human-constructed and are de-
signed for human web browsing. These web di-
rectories provide a hierarchical category scheme
into which documents are sorted. Digital li-
braries, such as the Library of Congress cata-
logue support some forms of subject indexing,
which is again hierarchical. These kinds of hi-
erarchies can be exploited for keyword extrac-
tion and thus query expansion. Our strategy
relies on term extraction using a standard rel-
evance feedback under the condition that these
terms represent either a directory or category,
denoted by a keyword describing its content and
are thus considered to be a specific domain for
a collection of documents. The process is de-
scribed as follows:
( 1 ) Extract terms or seed words using rele-
vance feedback as well as the proposed rank-
ing strategy to select the expansion term, as
explained in the previous section. This set is
denoted as set1.

( 2 ) Collect domain keyword candidates,
from categories and directories related to hi-
erarchical web directories, such as Yahoo!,

☆1 http://www.yahoo.com/
☆2 http://www.altavista.com/

Table 3 Domain keywords extraction and ranking fac-
tors in conjunction with original query terms.

Domain
Source Ranking

Keywords
Query (using
Term (LLR)

1. Science design 10.776
2. Technology star 8.253
3. Government war 8.145
4. Computers anti 4.635
5. Entertainment missile 0.456
6. Geography defense 0.231
7. Economy system 0.098

...

AltaVista, Open Directory☆3 and from hier-
archical databases such as the National Li-
brary of Canada☆4 and its related subject
tree, which is based on the Dewey Decimal
Classification system. This set of collected
keywords is denoted as set2.

( 3 ) Select a domain keyword that is a seed
word from set1 and is also a candidate of
set2. If the number of terms in the inter-
section is large, a statistical disambiguation
process will be applied to rank the resulting
domain keywords and select the best domain
keyword.
The resulting set of terms will be used for

domain-based feedback, and may involve many
expansion terms or just a subset. An exam-
ple is the TREC query: “design star wars
anti-missile defense system”, which could be
expanded using at least one of the following
ranked domain keywords: “science, technol-
ogy, government, etc.”. Table 3 shows a set
of extracted domain keywords ranked by their
co-occurrence tendencies with the domain key
term using log-likelihood ratio measure.
A more complex task to extract domain key-

words would be based on the classification of
retrieved documents. An alternative could in-
volve web document categorization in order to
extract relevant documents within a specified
category and then select the set of relevant
terms to the original query. A set of keywords
(path representing hierarchy of categories) re-
lated to each document in a category, could be
assigned as domain keywords.

4.3 Thesaurus-based Expansion
Using thesauri or other structures such as

ontologies, has been the subject of exten-
sive research, and some promising results have
been obtained. Recently, some encouraging

☆3 http://dmoz.org/
☆4 http://www.nlc-bnc.ca/caninfo/esub.htm
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findings13),14),17),26) have been obtained using
WordNet☆, a large manually-constructed the-
saurus. WordNet, an online lexical database
reference for English, has been applied very suc-
cessfully to both monolingual and multilingual
information retrieval. The system combines the
capabilities of both an on-line thesaurus and an
on-line dictionary. WordNet distinguishes dif-
ferent kinds of relationships, such as:
• Hypernymy (is-a relation), generalization
(ex.: computer ⇒ machine)
• Hyponymy (has-a relation), specialization
(ex.: computer ⇒ analogue computer),
• Meronymy (has-part relation), generaliza-
tion (ex.: keyboard ⇒ computer).
These concepts serve to organize multiple

word senses into a set of hierarchies. Query ex-
pansion is possible using a fixed number of de-
scendants/ascendants of the given query that
exist in different hierarchies (i.e., hypernyms,
hyponyms, meronyms) or in all multiple word
senses. In the present study, we investigate the
synonymy relation in query expansion.

4.3.1 Thesaurus-based Expansion
through Synsets

WordNet’s basic object is a set of strict syn-
onyms, called a synset26). Following the re-
search reported by Voorhees26) on the use of
lexical relations of WordNet for a query expan-
sion, we can proceed using a simple search to
find synsets of the full query. For example,
the original query defense system could be ex-
panded using the terms weaponry or arm. Oth-
erwise, in case of non-existence of the full query,
we proceed by a term-by-term search in the lex-
ical database. In addition, a simple one-term
query can be represented by a compound syn-
onym. In this case, we construct a conjunc-
tion between simple terms of the concerned syn-
onym. An example is the simple term war,
which is first expanded by the compound syn-
onym military action and then replaced by the
terms war military action. Moreover, statistical
frequency might be used for ranking and selec-
tion in order to avoid words that do not oc-
cur frequently together with the original terms.
For example, the term reckoner would be re-
moved from the synset list of the term com-
puter. An appropriate weighting scheme allows
smooth integration of these related terms by re-
ducing their influence over the query17).
Following these three assumptions, an orig-

☆ http://www.cogsci.princeton.edu/˜wn/

inal query with a term computer will be ex-
panded using synonyms and will contain the
following terms:

4.3.2 Weighting Expansion Term Can-
didates

All thesauri such as WordNet provide seman-
tical relations among terms. The related con-
cepts can organize multiple word senses (syn-
onyms or others) into a set of hierarchies, thus
query expansion should be possible using a fixed
number of descendants/ascendants of a given
query, which exists in different hierarchies. As-
sume that a query term will be represented by
level 0 in the conceptual hierarchy. In this case,
synonyms would be represented by level 1 in
the hierarchy with a fixed number for a synset,
such a branch of the conceptual hierarchy, de-
pending on the WordNet definition. Therefore,
synonyms could be added to the query. How-
ever, some caution is required as these new ex-
tracted terms from the thesaurus are not as re-
liable as the initial terms obtained from users.
An appropriate weighting scheme for synonyms
will allow smooth integration of these expan-
sion terms by reducing their influence over the
query. Accordingly, all terms recovered from
the thesaurus will be given weights, expressing
their similarity to initial terms, based on their
position in the conceptual hierarchy (depth =
1) as well as the number of terms accompanying
them in the same synset. These weights range
between 0 and 1, and a weight of 1 is assigned
to original query terms, which belong to level 0
in the conceptual hierarchy, as shown in Fig. 5.
Various strategies have been proposed17),26) for
sense disambiguation and weight assignment to
synonyms and other terms of a thesaurus. In
the present study, weights assigned to any syn-

Level 0

Level1
(sense1)

…

Level1
(sense2)

…

Two senses for computer (polysemy = 2)

Sense 1:

{Data processor, Electronic computer, 
Information processing system} => 
Machine – (any mechanical or electrical 
device that transmits or modifies energy to 
perform or assist in the performance of 
human tasks) 

Sense 2:

{Calculator, Reckoner, Figurer, Estimator, 
Computer} => Expert – (a person who 
performs skillfully) 

Level 0

Level1
(sense1)

…

Level1
(sense2)

…

Two senses for computer (polysemy = 2)

Sense 1:

{Data processor, Electronic computer, 
Information processing system} => 
Machine – (any mechanical or electrical 
device that transmits or modifies energy to 
perform or assist in the performance of 
human tasks) 

Sense 2:

{Calculator, Reckoner, Figurer, Estimator, 
Computer} => Expert – (a person who 
performs skillfully) 

Fig. 5 WordNet simple search for the term
“computer” (only synonyms are represented).
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onym of one synset are related to an envelope
of 0.5 divided by the number of terms in the
corresponding synset. The weight of a term is
proportional in the same synset. For example,
if a synset containsM terms, the weight of each
term will be 1/M . Thus, we propose a weight-
ing factor to be assigned to the retrieved ex-
pansion term from a synset in the conceptual
hierarchy related to WordNet thesaurus, as fol-
lows:

Weight(term, exptermj)

=
Sim(term, exptermj)

2M
where M is the number of terms which belong
to the same synset. Sim(term, exptermj) is
the similarity between the term and an expan-
sion candidate exptermj and can be estimated
by any similarity measure, such as the Cosine
measure23) as follows:

Sim(term, exptermj) =
∑

k vikvjk√∑
k v2ik

∑
k v2jk

vik and vjk are the frequencies of term and
exptermj in a corpus, respectively.
In addition, a Term Frequency (TF ) and In-

verse Document Frequency (IDF ) measures22)
can be used as a suitable similarity measure, as
follows:

Sim(term, exptermj)
= TF (exptermj)× IDF (exptermj)

where TF (exptermj) is the term frequency of
term exptermj in the context of the query term,
and IDF (exptermj) is the inverse document
frequency of the expansion term exptermj ,
which is represented by log(N/nj). N is the
maximum frequency of any word in a corpus
and nj is the total number of occurrences of
term exptermj , in a corpus.
However, expanding a query using any of

those weighted synonyms implies a careful se-
lection and ranking, depending on the sta-
tistically most-weighted terms in conjunction
with all query terms, rather than just a one-
term query. For a query Q using k terms
term1, term2, . . . , termk, weight factors are
computed for an expansion term candidate and
summed for all query terms (1 ≤ i ≤ k), if the
query term appears in the related hierarchies.
The highest weighted term is then selected for
query expansion, as follows:

Weight(query, expterm)

=
n∑

i=1

weight(termi, expterm)

4.4 Combining Different Approaches
Following the research on the use of local

feedback reported by Ballesteros and Croft1),2),
adding terms that emphasize query concepts in
the post- and pre-translation phases improves
precision and recall. This combined method has
been reported to reduce the ambiguity by de-
emphasizing irrelevant terms added by transla-
tion and therefore should improve precision and
recall in information retrieval. The new query
Qnew can be defined as follows:

Qnew = Qorig + α1

∑
bef

Ti + α2

∑
aft

Tj

where Qorig is the original query translated and
disambiguated, and

∑
bef Ti and

∑
aft Tj repre-

sent sets of terms added before and after trans-
lation/disambiguation, respectively. Although
the two parameters α1 and α2, which are con-
sidered as query dependant and represent the
importance of each expansion strategy have
been set arbitrarily in the present study, their
values may be estimated using an Expectation-
Maximization algorithm. The query expansion
technique may be one of the methods described
in Section 4.

5. Experiments and Evaluation

Experiments and evaluations of the effective-
ness of the proposed strategies for query trans-
lation, disambiguation and expansion were con-
ducted using a large-scaled test collection re-
lated to French-English information retrieval,
i.e. French queries to retrieve English docu-
ments.

5.1 Linguistics Resources
Test Data
Experiments were conducted using the Tip-

ster volume 1 data collection. This data collec-
tion was used in earlier research studies related
to TREC-1☆. This data collection contains ap-
proximately 164,600 documents from the Wall
Street Journal8), the size of which is approx-
imately 65 megabytes. Topics 51-150 queries,
which are composed of several fields, are con-
sidered as English queries for the present exper-
iments. The tags <num>, <dom>, <title>,
<desc>, <smry>, <narr> and <con> denote

☆ http://trec.nist.gov/data.html
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the topic number, the domain, title, the de-
scription, the summary, the narrative and con-
cept fields. Key terms contained in the title
<title> and description <desc> fields, which
averaged 5.7 terms per query, are used to gen-
erate English source queries. French version of
the queries was constructed by manually trans-
lating the original English query set by a native
speaker.

Monolingual Corpus
Possibly the most well-known parallel corpus

is the Canadian Hansard☆1 Corpus consisting of
debates from the Canadian Parliament, which
have been published in the country’s official lan-
guages, English and French. This corpus has
been used in research for many years, among
others by Gale and Church6) for testing their
alignment algorithm as well as other research
studies. The present paper is based on Hansard
corpora, which contains more than 100 million
words of English text and the corresponding
French translations. In the present study, we
used Hansard as a monolingual corpus for the
French and English languages.

Bilingual Dictionary
COLLINS☆2 Series 100 French-English dic-

tionary was used to translate source queries.
This bilingual dictionary includes 75,000 refer-
ences and 110,000 translations, which are con-
sidered to be sufficient for the present research.

Thesauri
WordNet26) and EuroWordNet27),28) are

used for thesaurus-based expansion and possi-
ble compensation for limitations in the bilingual
dictionary.

Stemmer and Stop Words
Stemming was performed using the Porter

Stemmer☆3.
Retrieval System
SMART☆4, an information retrieval system

based on a vector space model that has been
used in enormous studies concerning CLIR was
used to retrieve English documents.

5.2 Experiments and Results
A retrieval using original English queries was

represented by Mono Eng method. We con-
ducted two types of experiments: Those related
to the query translation/disambiguation and
those related to the query expansion before and

☆1 http://www.isi.edu/natural-language/download/
hansard/

☆2 Collins Series 100 Bilingual Dictionary
☆3 http://www.tartarus.org/˜martin/PorterStemmer/
☆4 ftp://ftp.cs.cornell.edu/pub/smart

after translation. Document retrieval was per-
formed using original and constructed queries,
by the following methods: All Tr, which is
the result of using all possible translations for
each term in the source query as obtained from
the bilingual dictionary, and No DIS, which
uses no disambiguation, meaning that the first
translation is selected as the target for each
source query term. We used a log-likelihood
ratio as an estimation for co-occurrence ten-
dency for all disambiguation methods, as fol-
lows: Bi DIS20) was used for disambiguation
of consecutive pairs of source terms without
any ranking or selection. RSDT is a result of
the first proposed disambiguation method, i.e.
ranking source query terms and thus transla-
tion and disambiguation. RTDT is the result
of the second proposed disambiguation method,
i.e. ranking and disambiguation of translation
candidates.
Query expansion using different combinations

is evaluated before and after translation and
disambiguation by the RSDT method, which
we denote by trans disambiguation. Pseudo-
relevance feedback was evaluated using the test
data, Tipster volume 1 data collection. Fixed
experimental parameters are determined fol-
lowing the previous research by Ballesteros and
Croft1). Approximately 50 top-ranked docu-
ments obtained from the initial retrieval are as-
sumed relevant. Term concepts are extracted
from the set of retrieved documents, and a
fixed number (up to 10) of top-ranked terms
are used as expansion candidates. There-
fore, Feed.bef is obtained by adding a num-
ber of terms to the original queries and then
performing a trans disambiguation. Feed.aft
is obtained by query trans disambiguation
and then expansion via pseudo-relevance feed-
back. Feed.bef aft is obtained by combined
pseudo-relevance feedback both before and af-
ter trans disambiguation. A domain-based
feedback was tested using Feed.dom after
trans disambiguation. A combined method in-
cluding pseudo-relevance feedback was tested
using Feed.bef dom. Thesaurus-based expan-
sion was evaluated using synsets related to each
query term. A weighting factor was calcu-
lated to rank and select best-candidate expan-
sion terms to be added to the original query
set. Thus, WordNet-based expansion was eval-
uated on target translations using Feed wn, and
the EuroWordNet-based expansion was evalu-
ated on source queries using Feed.ewn. Com-
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Table 4 Explanations on the translation, disambiguation and expansion methods.

Methodś notation Techniques used in the method
1. Mono Eng (baseline) Monolingual English IR
2. No DIS IR using simple translation: Selecting the first translation candidate in the dic-

tionary
3. All Tr IR using all translation candidates
4. Bi DIS IR using a disambiguation method based on co-occurrence tendency between con-

secutive pairs of terms
5. RTDT IR using the proposed disambiguation method: Ranking and disambiguation of

target translations
6. RSDT IR using the proposed disambiguation method: Ranking source query terms and

disambiguation of target translations
7. Feed.bef IR using query expansion: Pseudo-relevance feedback before the RSDT method
8. Feed.aft IR using query expansion: Pseudo-relevance feedback after the RSDT method
9. Feed.bef aft Combination: 7+8

10. Feed.dom IR using query expansion: Domain-based feedback after the RSDT method
11. Feed.bef dom Combination: 7 + 10
12. Feed wn IR using query expansion: Thesaurus-based expansion using WordNet after the

RSDT method
13. Feed.ewn IR using query expansion: Thesaurus-based expansion using EuroWordNet before

the RSDT method
14. Feed.bef wn Combination: 7 + 12
15. Feed.ewn aft Combination: 13 + 8
16. Feed.dom wn Combination: 10 + 12
17. Feed.ewn dom Combination: 13 + 10
18. Feed.ewn wn Combination: 13 + 12
19. Feed.ewn wn dom Combination: 13 + 12 + 10

Table 5 Results and evaluations of different combinations using
translation, disambiguation and expansion techniques.

Method Avg. Prec. % Monolingual % Improvement
1. Mono Eng (baseline) 0.2628 100 –
2. No DIS 0.2214 84.24 −15.76
3. All Tr 0.2160 82.19 −17.81
4. Bi DIS 0.2259 85.95 −14.05
5. RTDT 0.2387 90.82 −9.18
6. RSDT 0.2679 101.94 +1.94
7. Feed.bef 0.2309 87.86 −12.14
8. Feed.aft 0.2663 101.33 +1.33
9. Feed.bef aft 0.2704 102.89 +2.89
10. Feed.dom 0.2328 88.58 −11.42
11. Feed.bef dom 0.2725 103.69 +3.69
12. Feed wn 0.2518 95.81 −4.19
13. Feed.ewn 0.2579 98.13 −1.87
14. Feed.bef wn 0.2571 97.83 −2.17
15. Feed.ewn aft 0.2588 98.47 −1.53
16. Feed.dom wn 0.2540 96.65 −3.35
17. Feed.ewn dom 0.2545 96.84 −3.16
18. Feed.ewn wn 0.2608 99.23 −0.77
19. Feed.ewn wn dom 0.2741 104.29 +4.29

bined methods involving feedback techniques
are represented as Feed.bef wn, for relevance
feedback and thesaurus-based expansion prior
to and subsequent to trans disambiguation, and
as Feed.ewn aft, for EuroWordNet-based ex-
pansion and relevance feedback prior to and
subsequent to trans disambiguation. Simi-
lar evaluations use a domain-based feedback:
Feed.dom wn and Feed.ewn dom. A combined
thesauri-based expansion method was tested
using Feed.ewn wn. Finally, Feed.ewn wn dom

represents combined thesauri (WordNet and
EuroWordNet) and domain-based expansion.
A description of these techniques is shown in
Table 4. The performances of these meth-
ods are presented along with the results Ta-
ble 5. Figure 6 shows the query transla-
tion/disambiguation using log-likelihood ratio
for co-occurrence tendency. Figures 7 and 8
show the query expansion techniques using dif-
ferent combinations.
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Fig. 6 Recall/Precision curves for query translation
and disambiguation (using RSDT and RTDT
disambiguation methods).

Fig. 7 Recall/Precision curves for query translation,
disambiguation and expansion (using pseudo-
relevance feedback and domain-based feedback).

5.3 Discussion
The second column of Table 5 indicates the

average precision, which is used as the basis
for the evaluation. The third column indicates
the average precision as compared to the mono-
lingual counterpart. The monolingual perfor-
mance Mono Eng was lower than the best re-
sults of TREC-2, but higher than other re-
sults8). We first carried out a set of exper-
iments to investigate the impact of the pro-
posed disambiguation methods on query trans-
lation. Our results confirmed our intuition.
Results showed that an efficient disambigua-
tion improves CLIR performance significantly
and consistently when using large linguistic re-
sources such as the COLLINS bilingual dictio-

Fig. 8 Recall/Precision curves for query transla-
tion, disambiguation and expansion (using
domain-based feedback, WordNet-based and
EuroWordNet-based expansion).

nary or the HANSARD French and English cor-
pora. Therefore, All Tr and No DIS showed
no improvement in terms of precision or re-
call compared to the monolingual English re-
trieval, whereas simple disambiguation of con-
secutive pairs of source terms Bi DIS increased
recall and precision by 1.71% over the aver-
age precision as compared to the simple dictio-
nary translation without any disambiguation.
On the other hand, the proposed disambigua-
tion method RTDT appears to be helpful in
enhancing the precision, 90.82% of the aver-
age precision but no gain in recall was ob-
tained. The second proposed disambiguation
method RSDT showed a better improvement
in terms of average precision, 101.94% of the
monolingual retrieval, and is thus an effective
method for information retrieval. This suggests
that ranking and selecting pairs of source query
is very helpful for statistical disambiguation,
especially for long queries containing at least
four terms. Query expansion before translation
Feed.bef did not improve the average precision;
however, after trans disambiguation Feed.aft
increased the average precision, 101.33% of
the monolingual counterpart. Combined rel-
evance feedback techniques before and after
trans disambiguation Feed.bef aft showed the
best result, 102.89% of the monolingual coun-
terpart. This suggests that combined query ex-
pansion before and after the proposed trans-
lation and disambiguation method improves
the effectiveness of information retrieval, us-
ing log-likelihood ratio as an estimation of
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co-occurrence tendency. Domain-based feed-
back showed a drop in terms of average pre-
cision compared to previous methods. How-
ever, when combined with relevance feedback
before and after trans disambiguation, average
precision increased to 103.69%. Thesaurus-
based expansion using WordNet (Feed wn) or
EuroWordNet (Feed.ewn) improved the recall
but resulted in a reduction in average preci-
sion. Combined relevance feedback, domain-
based feedback and/or thesaurus-based ex-
pansion (Feed.bef wn, Feed.ewn aft, Feed.dom
wn and Feed.ewn dom) reduced average pre-
cision but improved recall slightly. On the
other side, a combined thesauri-based expan-
sion showed a better result; however, aver-
age precision was again reduced. The best re-
sult was achieved using the combined thesauri-
based expansion and domain-based feedback
Feed.ewn wn dom, which resulted in an average
precision of 104.29% compared to the monolin-
gual counterpart. This suggests that adding do-
main keywords to generalized thesauri improves
the effectiveness of retrieval. A statistical t-
test10) was used to evaluate whether the im-
provement by method X over method Y is sig-
nificant, by computing a p-value. The smaller
the p-value, the more significant is the improve-
ment. In general, if the p-value is small enough
(p-value < 0.05, i.e., less than 5%), we can con-
clude that the improvement is statistically sig-
nificant in studies of this type. The following
algorithm depicts the Paired t-test:
Let Xi and Yi be the scores of retrieval meth-

ods X and Y for query i where i = 1 . . . n.
We define Di = Yi −Xi.

t =
D̄

s(Di)/
√
n

where

D̄ =
1
n

n∑
i=1

Di,

s(Di) =

√√√√ 1
n− 1

n∑
i=1

(Di − D̄)2

Table 6 shows degrees of significance for
the proposed disambiguation and expansion
methods over the baseline or monolingual re-
trieval. The improvement by using the pro-
posed disambiguation method RSDT is statis-
tically significant (p-value = 0.005) compared
to the monolingual retrieval. Combination

Table 6 Paired sample t-test significance values.

Method P-value
Degree of

Significance
RSDT 0.005 (0.5%)
Feed.bef aft 0.0075 (0.75%)
Feed.bef dom 0.0096 (0.96%)
Feed.ewn wn dom 0.0112 (1.12%)

of pseudo-relevance feedback before and after
translation Feed.bef aft is statistically signifi-
cant (p-value = 0.007) over the monolingual
retrieval. Combinations of pseudo-relevance
and domain-based feedback before and after
translation Feed.bef dom is statistically signifi-
cant (p-value = 0.009) compared to the mono-
lingual retrieval. Finally, the improvement
obtained with the combination of thesauri-
based and domain-based expansion techniques
Feed.ewn wn dom is statistically significant (p-
value = 0.011) compared to the monolingual
retrieval. These results confirm our previous
conclusion on the effectiveness of the proposed
disambiguation method, the combined pseudo-
relevance feedback with domain-based feedback
and the combined thesauri with domain-based.
Thus, the key techniques used in the pro-

posed methods can be summarized as follows:
• Combined statistical disambiguation based
on co-occurrence tendency was applied first
prior to the translation in order to eliminate
misleading pairs of terms to translate and dis-
ambiguate, and then subsequent to transla-
tion in order to avoid incorrect sense disam-
biguation and select best target translations.
• Ranking and careful selection are indis-
pensable for the success of a query transla-
tion.
• Log-likelihood ratio was found to be an ef-
ficient estimation for query disambiguation,
when evaluated using all terms of the origi-
nal query, rather than using just one query
term.
• Adding domain keywords to the original
query and then selecting thesaurus word
senses, in order to avoid wrong sense disam-
biguation, is considered to be a kind of Word
Senses Disambiguation (WSD).
• Each type of query expansion has different
characteristics, and therefore different com-
binations of these expansion techniques pro-
vides a valuable resource for query expansion
and allows an improvement in terms of aver-
age precision.
• The present results showed that CLIR
could outperform monolingual retrieval. The
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combination of different methods for query
disambiguation and expansion before and af-
ter translation has confirmed that monolin-
gual performance is not necessarily the up-
per bound for CLIR performance7). These
methods have completed each other and the
proposed query disambiguation had a pos-
itive effect during the translation and thus
retrieval. In addition, combination of query
expansion largely affected the translation be-
cause related words could be added.
The two proposed disambiguation methods

before and after translation were based on the
selection of one target translation to retrieve
documents. Setting a threshold to select more
than one target translation is possible using a
weighting scheme for the selected target trans-
lations, in order to eliminate misleading terms
and optimize the query to retrieve documents.

6. Conclusions and Future Works

Dictionary-based translation has been widely
used in CLIR because of its simplicity and the
increasing availability of MRDs. However, am-
biguity arising due to failure to translate queries
is largely responsible for large drops in effective-
ness below monolingual performance1). Our ap-
proach in CLIR combines various types of query
expansion, before and after translation and
disambiguation processes. In the present pa-
per, we proposed and evaluated efficient disam-
biguation methods for short and long queries,
applied using all terms of an original query
rather than with just one query term. These
methods provided valuable resources for query
translation and thus information retrieval. In
addition, a new technique based on relevance
feedback and hierarchical category schemes in
order to extract domain keywords from the set
of top-retrieved documents was proposed. This
expansion technique was found to be effective
when combined with pseudo-relevance feedback
before and after translation and disambigua-
tion. Moreover, simple and efficient weighting
schemes based on co-occurrence tendency were
proposed. These weighting schemes depend on
the structure of the expansion technique. Fi-
nally, combining thesauri-based expansion with
domain-based feedback showed the greatest im-
provement for information retrieval. Detailed
evaluation for the statistical test of significance
will be performed in the near future using com-
parisons between different CLIR methods with
one another.

Our ongoing work involves a deeper inves-
tigation of the different relations of WordNet
and EuroWordNet thesauri, in addition to syn-
onymy. We would like to investigate the use
of multiple word senses for query expansion. A
weighting scheme to select relevant expansion
terms and eliminate misleading terms so as to
construct an optimal query will be proposed in
a future study. For the domain-based feedback,
an approach involving learning from documents
categorization or classification, not necessarily
web documents, in order to extract relevant
keywords for a query expansion, is among the
subject of future research. Setting a thresh-
old to select more than one target translation
should be considered. Finally, our primary goal
is to find more effective solutions for informa-
tion retrieval across languages.
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