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Abstract: Secure communication is essential in most applications such as battlefield and disaster management appli-
cations. Most existing protocols adopt cryptography based approach, trust based approach (reputation of nodes) and
incentive based approach to detect and prevent attacks in such applications. However, such protocols are still sub-
jected to drawbacks like expensive overheads, difficulty in maintaining secure key and session management, unsecured
routes against Byzantine attacks and so on. In this paper, we introduce a monitoring scheme to secure packets route in
link state routing protocol against Byzantine attacks. Specifically, each node creates an event-driven monitoring block
which is used to record all activities of an intermediate node when receiving and forwarding packets. Our schemes
provide mutual monitoring in which nodes in the network can validate the monitoring blocks of other nodes and report
malicious activities. Also, our scheme uses a statistical method to predict the probability that a node is not benign. The
proposed scheme provides protection against colluding attacks and other Byzantine attacks.

1. Research Background
Routing security is an important aspect of wired and wireless

networks, that has been given wide consideration over the years.
The significant improvement in the role that such security features
play in the whole network cannot be over emphasized. This se-
cure routing allows easy packet transmission between nodes with-
out any form of compromise. Several security mechanisms have
been proposed for various routing protocols in the past, however,
routing protocols are still subjected to one form of attacks or the
other.

An example of such attacks is the Byzantine attacks. In such
attacks, a node can interrupt route discovery, impersonate destina-
tion node, corrupt routing information, completely drop packet or
inject fake packets into the network. Thereby preventing timely
delivery of packets from source to destination. These types of
attacks can either be carried out by a malicious node from out-
side the network or within the network. Although these forms
of attacks can be easily detected in a wired network, but ad-hoc
networks are still more vulnerable to such threats.

Many works already carried out on route security adopt three
main approaches: the cryptography based approach, trust based
approach and incentive based approach [1]. In the cryptography
based approach various cryptography mechanisms such as pri-
vate and public key encryption schemes, digital signature, hash
function and end-to-end authentication are adopted to secure the
packet in routing protocols. The major drawbacks of this ap-
proach are the high computation overheads, maintaining secure
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key management and session management. While in trust based
approach, nodes participating in the routing of packets are as-
sumed to be trustworthy, thereby the security mechanism pro-
vided focuses more on the information being exchanged among
nodes. Also, packets lost are often attributed to poor link quality
which is often not the case as malicious nodes may drop pack-
ets. Another approach adopted is the incentive based approach,
in which nodes participating in routing are given some form of
incentives to report malicious nodes.

In this paper, we propose a monitoring scheme to secure the
link state routing protocol against Byzantine attacks. First, we
show the result of our survey on securing routing protocol against
Byzantine attacks. Then we briefly discuss our approach which
focuses on analyzing the actions of each node within the network
using the link state routing protocol. Our proposed scheme will
guarantee the communication among connected benign nodes
in the network while detecting malicious nodes by a statistical
method.

2. Related Work
Geetha et. al. [1] classified routing protocols into three dis-

tinctive types: proactive, reactive and hybrid protocols. They de-
scribed proactive protocols as a protocol where nodes frequently
exchange the network topology information and constructs rout-
ing tables to send packets from source to destination. An exam-
ple of such protocols is Optimized Link State Routing protocol
(OLSR), and DSDV. Also, reactive protocols are described as a
protocol that ensure packets are sent from source to destination
only when the need arises. Ad-hoc On Demand Vector (AODV)
and Dynamic Source Routing are examples of reactive protocols.
While hybrid protocols can be realized by adopting both proac-
tive and reactive protocols. The route discovery makes use of the



proactive protocol scheme while the reactive protocol scheme is
adopted for sending packets. Zone Routing Protocol (ZRP) and
Fisheye State Routing (FSR) are few examples of hybrid proto-
cols.

Harshavardhan [2] surveyed security issues in ad-hoc routing
protocols and identified how to mitigate such security threats.
Harshavardhan first stated the properties of an ad-hoc routing pro-
tocol as distributed operation, loop free, demand based operation,
a unidirectional link support, security, quality of service support,
multiple routes and power conservation. Then, they used find-
ings from some related works to summarize different ad-hoc rout-
ing protocols before analyzing various security threats and tech-
niques to mitigate them. Some of the security threats stated are
as follows: impersonation or spoofing, black-hole attack, sink-
hole attack, wormhole attack, etc. While solutions to these at-
tacks are classified under the following categories: trust values,
wormhole detection method, intrusion detection systems (IDS),
credibility management and routing test, multi-factor authentica-
tion techniques and so on.

Ali et. al. [3] also surveyed security challenges in mobile ad-
hoc networks, they introduced three important security parame-
ters and further divided security aspects into two, which are se-
curity services and attacks. The security services are classified
into five important services which are used to protect the network
before attacks happen, while attacks are the threats to the net-
work. In addition, they analyzed and discussed the mitigating
approaches against the attacks in MANETs. Mojtaba et. al. [4]
investigated routing attacks and various solutions to such attacks.
They highlighted vulnerable security attacks that MANETs rout-
ing protocols are subject to and identified mechanisms such as
cryptography scheme, key management and special hardware us-
ing GPS as some of the solutions to such attacks.

Allegedly et. al. [5] proposed a new malicious nodes detection
scheme to detect packet faking by malicious node. In this type
of attack malicious nodes drop one or more packets and inject
another packet to replace the dropped packet. They introduced
the hash chain technique to detect the attack and trace the mali-
cious nodes. There approach is compared against the acknowl-
edgment based mechanisms and the network coding based mech-
anism. Kannhavong et. al. [6] surveyed routing attacks in mo-
bile ad hoc networks. They investigated various security issues in
MANETs and examined routing attacks, such as flooding, black
hole, wormhole, replay, link spoofing, and colluding attacks, as
well as solutions against such attacks in MANETs. They iden-
tified the advantages and drawbacks of the solutions reviewed,
then recommended the improvement of the effectiveness of the
security schemes they surveyed.

Papadimitratos et. al. [7] proposed a secure link state protocol
(SLSP) for mobile ad hoc networks to secure neighbor discovery
and adopted neighbor lookup protocol to further strengthen their
system against DoS attacks. In addition, the proposed SLSP re-
stricted the forwarding of packets within a cluster of the source
node and adopted the use of public and private keys to validate
that packets are only forwarded within the cluster. Unlike our
proposed monitoring scheme, their protocol only focused on se-
curing the topology discovery and protected the link state update

packets but does not secure the routing of packets. Our newly
proposed scheme addresses routing security using a monitoring
mechanism to protect packets and also guarantees the commu-
nication of benign nodes. Another main difference in our work
is that our proposed scheme secures the routing protocol against
colluding attacks.

To secure packet route, however, Papadimitratos et. al. [8] pro-
posed a different mechanism from their previous work to secure
message transmission in MANETs. Their mechanism is based
on four main schemes: secure end-to-end transmission of pack-
ets and feedback, dispersion of a packet, multi-path routing of
packets and adaptation to topology changes. In their protocol,
the source node will first select node disjointed paths that are
valid (referred to as an active path set (APS)). Then splits the
packet into a number of pieces, which is transmitted simultane-
ously across the selected multiple APS. The destination node after
receiving a sufficient number of pieces of the divided packet will
then reconstruct the packet, even when a fraction of the pieces is
dropped or invalid. In a situation where a piece of the packet
is not received by the destination, such route is considered as
broken or compromised. In addition, their mechanism also in-
troduced path rating based on the feedback from the destination
node. Paths that are below the given threshold are discarded from
the network. Their secure protocol focused on detecting unse-
cured routes unlike our approach in which the actual malicious
nodes in a selected route are detected and discarded from further
relaying of packets.

Although some of the proposed schemes successfully mitigate
routing attacks, however, they are either too expensive for re-
source constrained networks or the solution provided is not appli-
cable to colluding attacks from malicious nodes. Also, it is possi-
ble for malicious nodes to drop packets and attribute the cause to
poor communication links. Therefore, we propose a mechanism
to analyze the action of all nodes in the network. Specifically, our
schemes will focus on mitigating Byzantine attacks in link state
routing protocols.

3. Overview of Routing Protocol and Byzan-
tine Attacks

In this first section, we describe the link state routing protocols
(LSR) and Byzantine attacks.

3.1 Link State Routing Protocols (LSR)
Link state routing (LSR) protocols are proactive protocols in

which a node creates a topology of the network and position it-
self at the root of the tree. LSR protocols are based on Shortest
Path First (SPF) algorithm, (also known as Dijkstra’s Algorithm)
to find the best path to a destination. There is no hop count limit in
LSR protocols. Examples of an LSR protocols are open shortest
path first (OSPF) and intermediate system to intermediate system
(IS-IS).

In LSR, each node finds out the status and the cost of their
neighbors’ links. Then creates a map of the network showing
how nodes are connected to each other. The information is then
broadcast to the entire network. Using the best logical path, each
node, then calculates its best path to every possible destination. A



node can then collect its best paths to each destination to form its
routing table. When a node link status change, a routing update
called a Link-State Advertisement (LSA) is exchanged between
nodes. When each node receives an LSA routing update, the link-
state algorithm is used to recalculate the shortest path to affected
destinations.

Detecting an outsider attack on the packets exchanged by
neighbor can be avoided by using cryptography schemes such as
digital signature, hash chain, etc. However, it is difficult to pre-
vent insider attacks such as falsifying routing information, pack-
ets dropping, packets faking and other Byzantine attacks.

3.2 Byzantine Attacks
Byzantine attacks can be described as an attack in which mali-

cious nodes take control of the network resources, and disrupt the
network performance [1]. The malicious nodes can either selec-
tively drop packets, corrupt routing information or send packets
on non-optimal paths. These types of attacks are difficult to de-
tect when carried out by a fully authenticated node in the network.
Some of the Byzantine attacks are as follows:
3.2.1 Corruption of Routing Table Attacks

Here the goal of a malicious node is to corrupt the routing ta-
ble information by falsifying neighbor information or capture and
modify the neighbors’ link information broadcast by the benign
node. Thereby causing the routing protocols to maintain wrong
information in the routing tables which now includes the mali-
cious nodes in almost all routes to destinations.
3.2.2 Wormhole Attacks

In this form of attack, a malicious node advertises an artificial
route as the best path to the destination node and tunnel the pack-
ets to another malicious node, thereby causing the source node to
ignore the genuine route. Such malicious nodes can either drop
the packet, or selectively drop the packet. Therefore, preventing
timely delivery of packets and causes packet lost in the network.
This is also a form of colluding attack. An example of a Byzan-
tine wormhole attack is illustrated in Figure 1.

Fig. 1 Wormhole attack using cluster

3.2.3 Black Hole Attacks
In this form of attack, a malicious node injects fake routing

information to attract all packets to itself and drop all of them,
modify some packets or selectively drop packets. Although to
avoid detection such malicious node sometimes actively partici-
pate in the routing of packets to the destination in a normal way.
Therefore other nodes in the network will find it difficult to detect
such malicious node action.
3.2.4 Sink Hole Attacks

In sink hole attack, a malicious node attracts all packets to its

Fig. 2 Black hole attack

self by claiming to have shortest path to all destinations in the net-
work. Other intermediate nodes relay their packets through such
malicious node. The malicious node can either modify, fabricate
or eavesdrop on the packets.

Fig. 3 Sink hole attack

3.2.5 Falsifying Location Information Attacks
In this attack a malicious node forges a position in the network

which is completely different from its actual position and report
the forged position to other nodes in the network. This causes
other benign nodes in the network to get wrong status and cost of
such malicious node’s link which leads to invalid information in
the routing table and hence packets lost.

These types of Byzantine attacks are difficult to detect or pre-
vented, especially when carried out by an insider attacker. There-
fore, we adopt a monitoring scheme to secure routing in LSR
protocol.
3.2.6 Colluding Attacks

In a colluding attack, a group of nodes collaborates to carry
out a Byzantine attack by dropping or modify packets. One of the
nodes will advertise itself as having the shortest path to the desti-
nation. The shortest path may or may not include other collabo-
rating nodes to complete the attack. This form of attack is hard to
detect, especially when the nodes align each other as neighbors.
For example, in Figure 4, the source node S decides to send a
packet to destination D. The best shortest path is S - F - B - D,
however, since node F is malicious and colluding with another
malicious node C, the route will be S - F - C - E - D with the
intermediate nodes F and C colluding.

4. Proposed Secure Routing Protocol Based on
Monitoring Scheme

In this section we describe our secure routing protocol using



Fig. 4 Colluding attack

monitoring based scheme to protect against colluding malicious
nodes. First, we explain how a valid routing table is formed, then
we describe the statistical method for detecting malicious nodes
and the monitoring scheme to secure LSR protocols. Finally, we
explain how our proposed scheme mitigates Byzantine attacks in
LSR protocols.

4.1 Assumptions
We make the following assumptions about our monitoring

scheme.
• All benign nodes are connected in the network topology.
• All nodes have public and private keys.
• All links are not stable. i.e. Not all packets are received by

the neighboring nodes.
• All benign nodes know the link state of other benign nodes.
• Change of probability for packet dropping is low.
• A packet is dropped with probability q due to wireless chan-

nel fading during transmission between two benign nodes.

4.2 Routing Table Formation
In our LSR protocol, each node broadcasts hello messages to

its neighbors periodically at every 10 seconds with a dead in-
terval of 30 seconds. The dead interval is used to confirm if a
node is still alive. If a node fails to receive hello messages from
a particular neighbor within a dead interval, then that neighbor-
ing node is considered as being disconnected from the network.
The hello message includes the node’s ID (ID), digital signa-
ture IDK−1 , node’s position IDGPS , the node’s hello message hash
value IDH(h), predicted packet dropping threshold PPDT , num-
ber of packets sent PS , number of packets received PR, number
of packets forwarded PF , a timestamp TS , the list of neighbors.
In addition, each node collects hello message from their neigh-
bor, calculates the hash value of the collected hello message and
include the hash value, the neighbor’s ID, timestamp, the neigh-
bor’s digital signature to their own hello message. Figure 5 shows
a typical example of the additional information in the hello mes-
sage which we specifically introduced for achieving routing se-
curity.

Each node floods the link state information of its neighbor to
other nodes in the network. As part of flooding, we use acknowl-
edgment and retransmission because links are not reliable. Each
node maintains its routing table through the neighbor informa-

Fig. 5 An example of hello message

tion in the hello message. Since benign nodes are connected, all
neighbor information reach all nodes. After a node collects all
topology information, each node calculates the best logical path
to every possible destination with the information collected from
the hello messages. Then it uses the best paths to each destination
to form its routing table.

After neighbor nodes receive hello messages, each neighbor
node responds to the hello message by sending an acknowledg-
ment to confirm receiving such hello message. Within the replies,
each neighbor node identifies itself with its node ID, digital sig-
nature, and position. The node that initiates the hello message
can use the information from the neighbors to confirm that of the
hello messages collected.

A node will record the information of neighbors it is directly
connected to into its hello message and gets the sub-neighbor list
through the flooded link state information of other nodes it re-
ceives. For example, let’s consider a scenario using the network
in figure 6 below, for node S to get the complete network topol-
ogy, node S first will form a partial network, which include its
direct neighbors A and C while node A will have only node B and
node C with B and E. The same steps apply to other nodes in the
network. After receiving the flooded hello messages, node S will
get the full network topology which includes all its sub-neighbors
and adds them in its hello message.

Also, each node authenticates each other with public and pri-
vate key scheme. The keys can be safely generated by any nodes.
The public and private keys are unique to each benign node and
the private key is kept secret by each node. Benign nodes ex-
changed public keys beforehand. When a new hello message is
received by a node from its neighbor, the node after authenti-
cating such neighboring node with its public key and node’s ID
will then check the timestamp and the hash value of its last hello
message with the new hello message to confirm if the old hello
message is not replayed.

4.3 Monitoring Scheme for LSR Protocol
In LSR protocol, to send a packet from a source to destination

the routing protocol finds the shortest path to such destination us-
ing the information in the source node’s routing table. However,



Fig. 6 An hello message with complete network information

the route may be subjected to an attack from a malicious node
that is included in the route to the destination. To prevent such at-
tacks by detecting such malicious node we introduce a statistical
method and a mutual monitoring scheme.
4.3.1 Detecting Malicious Nodes

Let’s consider a situation as in Figure 7, in which node S is
sending a packet to destination D with S - F - G - D as the short-
est path to destination.

Fig. 7 Packet route in a network

To detect a malicious node in the network, we use an event-
driven monitoring block to record the packet route history of
packets, which will allow other nodes to know the past events
of the packets sent. The details of the event-driven monitoring
block is explained in 4.3.3. For example, to route a packet from
node S to destination D, node F sign its signature (S K−1

F
) on the

monitoring block for receiving and forwarding the packet to the
next hop node G. Similarly, node G sign its signature for receiv-
ing the packet from node F and for forwarding the packet to des-
tination node D on the monitoring block. The destination node
D however, will only sign its signature for receiving the packet.
However, it is possible for a node to carry out a malicious action,

such as dropping packets and claimed otherwise. Therefore, we
record the IDs of nodes in the monitoring block when they accept
and forward packets. An example of an event driven monitoring
block is illustrated in Figure 8.

Fig. 8 An example of monitoring block

In addition, we use a statistical method, that is explained in
the next section, to confirm a node is not a benign node. In
this method, nodes monitoring packets detect a node that drops
packets too many as a malicious node. The aim of our statistical
method is to analyze the packet dropping behavior of each node
while the event-driven monitoring block is to confirm at which
node the malicious action is carried out. These methods are used
to detect malicious node in the network.

Other nodes (e.g. S, B and G) in the network will first observe
the packet from node F as described in 4.3.2. Then monitors the
monitoring block (see Figure 9) to verify if it is correctly signed
by node F. The same process applies to packets from node G to
destination node D. In a situation where node F accepts the packet
and fails to forward such packet to node G, node F’s ID for for-
warding the packet will not be recorded in the monitoring block
and this can be detected by the monitoring nodes. If the statistical
method confirms node F is not a benign node and the block is not
correctly signed, the result of the monitoring is reported to other
nodes in the network. Therefore, the malicious action of node F
is detected in the network.

Fig. 9 Monitored block

4.3.2 Observing packet dropping
A monitor node observes the packet dropping behavior of a

monitored node and adopts the approach of statistical hypothesis
testing to tell if the monitored node is a malicious node.

The approach of statistical hypothesis testing: First, the
monitor node makes a null hypothesis H0 that the node being
monitored is a benign node and sets the value of significance level
α (as a common practice α = 5%). Second, the monitor node ob-
serves the monitored node for N packets and counts the number
nd of packets dropped by the monitored node. Third, the monitor
node calculates the P value p using the following formula



p =
N∑

i=nd

(
N
i

)
qi(1 − q

)N−i
. (1)

If p ≤ α, the monitor node rejects the null hypothesis H0, mean-
ing that the monitored node is detected as a malicious node. Oth-
erwise, the monitor node accepts the null hypothesis H0.

The whole process is summarized in Algorithm 1.

Algorithm 1 Malicious node detecting
Input: q : the probability of a packet being dropped

α : level of significance
N : sample size of observed packets

Variables: nd : the number of dropped packets
p : P value
j : counter

Output: Reject H0 or Accept H0

1: nd ← 0;
2: j← 1;
3: while j ≤ N do
4: The monitor node observes how the monitored node handles a re-

ceived packet not destined for himself;
5: j← j + 1;
6: if The monitored node drops the received packet then
7: nd ← nd + 1;
8: end if
9: end while

10: Calculate p according to (1);
11: if p ≤ α then
12: return Reject H0;
13: else
14: return Accept H0;
15: end if

4.3.3 Event-Driven Monitoring Block
Each data packet maintains a route history in an event-driven

monitoring block, which records all events occurring to these
packets, like packet receiving, forwarding, etc. Each neighboring
node can overhear this packet and check the validity of informa-
tion in this block. In our scheme to secure the routing protocol we
monitor the action of every node in the network. To achieve this a
node will create an event driven monitoring block which is added
to the packet header. The event-driven monitoring block consist
of the packet route, next hop node ID, receiving node signature,
forwarding node signature, receiving hop ID and the forwarding
hop ID. Intermediate nodes on the route to destination append
their signatures on the event-driven monitoring block when they
receive the packet and before forwarding the packet to the next
hop intermediate node. The signature serves as a confirmation
for accepting and forwarding a packet.

However, it is possible for an intermediate node to sign the
block without forwarding the packet. To avoid this we introduce
an event driven marking of the intermediate node’s ID on a sepa-
rate field created in the block. The hop ID marking is triggered by
the intermediate node’s action. Accepting a packet will trigger the
marking of the receiving hop ID field while forwarding a packet
trigger the marking of the forwarding hop ID field. The monitor-
ing block also contains the source node signature and each field
used for the signature of the intermediate node is time stamped.

This will allow the monitoring nodes to know the delay at each
node and to prevent modification (see Figure 10 for a completely
filled monitoring block based on the example in section 4.3.1).

Apart from recording each intermediate node signature and IDs
in the event-driven monitoring block, we maintain the packet
route information (selected shortest path) in the event-driven
monitoring block to prevent a malicious node from using a non-
optimal route to forward packets. Also, each intermediate node
record the next hop node that the packet is forwarded to. This
will prevent forwarding of packets to the wrong next hop node.
In addition, the history of each node activity (packet dropping,
the packet sent and the packet forwarded) is observed and added
to the hello message.

Fig. 10 A valid monitoring block

4.4 Preventing Byzantine Attack
In this section we explain how our monitoring scheme prevents

Byzantine attacks. Here we only focus on packet dropping, the
corruption of the routing table and colluding attacks.
4.4.1 Preventing Packet Dropping

If a node actively selected to take part in the routing of packets
from source to destination decides to carry out a wormhole attack
as shown in Figure 1 by tunneling the packet to another node or
other malicious node in the network which eventually drop such
packet or selectively drop the packet. The source node S, node
A, and node B will detect such action by observing how node F
handles the received packet, then calculates the P value and com-
pares the P value with the observed packet drop rate of node F.
The monitoring nodes further checks the monitoring block signed
by the malicious node to know the past activities of the malicious
node. Also, the next hop node ID is confirmed against the packet
route field to validate if the node the packet is forwarded to is part
of the original route selected. If the observed packet dropping rate
is greater than the P value and the next hop ID is not valid or not
included in the rate (packet route field), then the monitoring nodes
can share the information of the malicious node F to other nodes.
Hence the malicious node is removed from subsequent routing.

In addition, if the malicious node decides to selectively drop,
the forwarding hop ID will not be marked and monitoring nodes
can detect such action. The same process applies to the other
Byzantine attack that involves dropping of packet or selective
dropping of packet such as black hole attack.
4.4.2 Corruption of Routing Table

In a situation where a malicious node tries to corrupt the rout-
ing table information by falsifying neighbor information or de-
cide not to add a node as a neighbor in its hello message. Other



benign nodes in the network will get a conflicting neighbor infor-
mation from the nodes that are connected to such malicious node.
To prevent this type of attack, benign nodes that receive the con-
flicting information can first check the neighbor list in its hello
message against the neighbor list they have added to the hello
message in the past to confirm if there is a previous connection
between such malicious node and the excluded node. Also, be-
nign nodes can compare the hash value of the last hello message
received from the malicious node against the hash value of the
last hello message the excluded node received from the malicious
node. If the excluded node is in the neighbor list of the mali-
cious node and the hash value of the last hello message received
by the benign nodes and the excluded node from the malicious
node is the same, this confirms that there is a previous connec-
tion between the malicious node and the excluded node. Then the
malicious node is detected for altering the neighbors information
in its hello message. Hence, the malicious node is excluded from
the route.
4.4.3 Preventing Colluding Attacks

In our scheme, we only address colluding attacks in which only
one of the colluding parties is part of the selected packet route
and the malicious node forwards the packets to another node on a
non-optimal path. To detect and prevent such colluding attacks
in which a group of nodes collaborate to forward a packet to
each other, we use the packet route and next hop ID. The nodes
that serve as monitoring nodes can confirm if the packet is for-
warded to a valid next hop node by checking the next hop node
ID against the pre-selected packet route in the event-driven moni-
toring block. In addition, if the colluding nodes are in the original
valid route and the packet is dropped, the event monitoring block
will show at which hop the packet is dropped. Colluding mali-
cious nodes cannot modify the event driven block to change the
next hop node’s ID or mark the receiving and forwarding hop ID
as the process is handled by the monitoring scheme algorithm and
each field is time stamped.

5. Evaluation
In this section, we run simulations to evaluate the performance

of our monitor scheme. Specifically, we focus on the following
common performance metrics.

Successful detection ratio: It is the ratio between the number
of successfully detected malicious nodes and the number of all
malicious nodes.

False positive ratio: It is the ratio between the number of
honest nodes falsely detected as malicious nodes and the number
of all honest nodes. It is desirable to have a low false positive
ratio.

Delivery ratio: It is the ratio between the number of packets
successfully delivered to destinations and the number of packets
generated by sources. Not all packets can be successfully
delivered to destinations due to reasons like malicious node
dropping packets, buffer overflow, etc.

Packet delay: It is the time interval from the time a packet is
generated to the time the packet is delivered to its destination.

6. Conclusion
In this paper, we proposed monitoring scheme to secure link

state routing against Byzantine attacks. According to this scheme,
nodes can mutually monitor each to detect misbehavior in the
network by checking the predicted packet dropping rate against
the actual packet dropping rate. Also, the monitoring nodes con-
firm each node signature on the event driven monitoring block
to detect if a node drop a packet or tunnel a packet to other mali-
cious nodes. Thereby detecting the Byzantine action of malicious
nodes on the LSR routing protocol.

Future work includes detecting and preventing other colluding
scenarios such as when malicious nodes are neighbors to each
other and all are part of the selected packet route, source node
or destination node is malicious or both are malicious. Other at-
tacks to be considered are packet delay in which an attacker ad-
vertises non-optimal paths, packet delay by colluding malicious
nodes and false reporting of a benign node as an attacker.
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