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Abstract

A Polyhedral Framework for X10 Programs
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Polyhedral frameworks help programmers in the burdensome task of manual and complex coding of the parallel ap-
plications. These frameworks support the traditional parallelism such as OpenMP and MPI. These frameworks analyze
each of the loops whether the loop is affine and can be optimized with the polyhedral transformation. Since the serial
program is the input for these frameworks, parallelizing any loop nests basically brings better performance. Therefore,
existing frameworks do not strictly validate which loop to be parallelized. X10 is a Java-like programming language
that introduces new constructs to significantly simplify scale-out programming based on the Asynchronous Partitioned
Global Address Space (APGAS) programming model. In this presentation, we propose an X10-based cost-aware poly-
hedral framework by extending the PolyOpt, which is one of the most popular polyhedral frameworks. Our framework
first conducts the global search of parallel loops written in a target application, and estimates the calculation cost on
each body of the parallel loops to assess how big calculation to be done in parallel in the application. Based on the
estimation of the parallel loops, our framework decides which serial loop to be parallelized with an appropriate num-
ber of threads. To demonstrate the applicability of our approach, we investigated the source programs of the realistic
X10 application named LULESH. We also applied our optimization to the LULESH and obtained 9% performance
improvement.
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