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Abstract: The path to HPC-big data convergence has resulted in numerous researches that demonstrate the
performance-cost tradeoff between running applications on supercomputers and cloud platforms. Previous studies
typically focus on either scientific HPC benchmarks or a specific cloud configuration, failing to consider all the op-
portunities offered by cloud platforms. We present a comparative study of the performance of representative big data
benchmarks, or ”Big Data Ogres”, and HPC benchmarks running on supercomputer and cloud. Our work distinguishes
itself from previous studies in a way that we explore multiple cloud configurations: Shared, Dedicated and Spot In-
stances. Our results provide a more comprehensive performance-cost trade-off, thereby highlighting the gap that needs
to be bridged to attain HPC-big data convergence.

1. Introduction
High performance computing (HPC) systems are fundamental

to solving complex scientific problems by utilizing the high com-
putation power of thousands of processors and high-throughput
networks. However, the use of HPC systems for Big Data prob-
lems is becoming more common across HPC centers. Big Data
refers to the diverse, complex, and massive data sets that can
contain structured, semi-structured and unstructured data. These
data sets are difficult to be stored, processed and analyzed by
traditional database technologies. Hence, it seeks a set of new
technologies and advanced data analytics methods for data dis-
tribution, management and processing. The trend in the recent
decade has been to extend the application of HPC systems beyond
the computationally-intensive scientific domain to data-intensive
domains, or the domain of ”Big Data”. While HPC has its
roots in solving compute-intensive scientific and large-scale dis-
tributed problems, Big Data problems have been proven to bene-
fit from typical HPC environments: high processing power, low-
latency networks and non-blocking communications [1]. Also,
such environments are used for running some typical data ana-
lytics problems such as graph processing and its application in
cybersecurity, social networks, medical informatics etc. There
are various approaches proposed for employing HPC to sup-
port data-intensive applications e.g. Map-Reduce-MPI [2], Pilot-
MapReduce [3] etc.

Cloud environments have been ideal for tackling big data prob-
lem, addressing the problem’s need for handling data at scales
far beyond the limits of most monolithic systems. These envi-
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ronments such as Amazon EC2 support the big data processing
by providing a managed Hadoop framework and making it quick
and cost-effective by the ease of scalibilty offered by these plat-
forms. They also allow people to run other popular distributed
frameworks such as Apache Spark and Presto.

HPC has given the most significant contribution to scientific
discovery and is exploring its applications in business analyt-
ics. However, the use of HPC systems is limited to scientists
and researchers who have access to supercomputing labs and cen-
ters. Cloud environments can help bringing HPC access to users
who can’t afford complex setup and huge infrastructure costs.
To ensure that the cloud is a suitable environment, it is impor-
tant to understand the capabilities of these platforms so that users
have a clear understanding of what to expect in terms of perfor-
mance. Amazon EC2, the leading infrastucture as a service (IaaS)
provider announced the new generation of compute-optimized c4
instances in 2015 with the aim of targeting HPC audience. These
instance are supposed to offer the power of an HPC system while
leveraging the flexibility of the cloud, ideal for the true HPC-Big
Data convergence.

This work assesses the performance tradeoff when using HPC-
like clouds versus dedicated HPC systems. For this evalua-
tion, we compare the performance of a traditional HPC scien-
tific application, NICAM, and a traditional Big Data application,
Graph500, on the TSUABME2.5 supercomputer and Amazon
AWS EC2 cloud. We show the effectiveness of various AWS EC2
new generation of compute-optimized instances against a world
leading supercomputer.

Our work distinguishes itself from the past cloud vs. HPC eval-
uation works in the following aspects:

1. We compare the computation and communication perfor-
mance of on-demand shared and dedicated instances, spot in-
stances on AWS EC2,
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2. We evaluate the suitability of the new AWS c4 instances
as replacements for traditional supercomputers by using a mi-
crobenchmark, HPC miniapp, and a traditional big data applica-
tion, and

3. We comparatively evaluate the usability of supercomput-
ers and clouds for solving data-intensive and compute-intensive
problems.

2. HPC in Cloud
There have been several studies to evaluate the promise of

cloud platforms for HPC users. In this section, we try to answer
the various questions concerned with the use of HPC in cloud.

2.1 Why do we need to use cloud for HPC applications?
High Performance Computing refers to the practice of aggre-

gating computing power to deliver much higher performance than
typical desktop computers or laptops in order to solve computa-
tionally large problems in science, engineering or business. How-
ever, its access is limited to scientists and researchers who use su-
percomputers to solve complex problems in scientific fields such
as molecular dynamics, genome analysis, weather forecasting etc.
However, its application in business has been most sought in re-
cent years such as transaction processing, data warehousing etc.
There needs to be an effective channel by which it is accessible to
the masses so that they can enhance their small to medium scale
business. Also, there should be a cost effective alternative of us-
ing HPC by researchers in academic institutions.

Cloud platforms exhibit pay-as-you-go, elasticity, flexibility,
usability and scalability, which have been attracting users to use
these environments as a cost effective measure to run their ap-
plications or businesses. HPC can be made available to a larger
audience by running it on cloud. It can alleviate the infrastruc-
ture cost that is otherwise needed to build an in-house HPC clus-
ter. Clouds can be a promising alternative to supercomputers for
users who cant afford their own supercomputers.

2.2 What are the instances suitable for HPC applications?
Amazon Elastic Compute Cloud (EC2) is the most evaluated

cloud platform to analyze the feasibility of running HPC applica-
tions on clouds. It announced the latest generation of compute-
optimized instances i.e. c4 instances in 2015 for applications
that are compute-bound and seek parallelism offered by multi-
core processors. These instances were typically designed to tar-
get HPC applications with the highest performing processors and
enhanced networking.

2.3 What are the different cloud configurations?
Amazon EC2 allows users to choose the environment based on

the needs of their applications by providing different configura-
tions: 1) On-Demand instances 2) Spot instances 3) Dedicated
hosts.

1) On-Demand instances: These instances can be used on an
hourly basis without any long-term commitment or upfront costs.
They offer two types of tenancy: Shared and Dedicated. Ded-
icated instances imply that they are dedicated for your use and
the underlying host machine is not shared by any other instances.

While if the tenancy is shared, the host hardware can be shared
by multiple instances.

2) Spot instances: Its a cost-effective way to utilize the unused
EC2 instances by Amazon EC2. It sets the bid price and then the
acquisition of the instance is dependent on the demand and sup-
ply for these instances. However, the application is susceptible
to interruptions if the instance current market price exceeds users
bid price.

3) Dedicated hosts: Dedicated hosts are similar to dedicated
instances. The entire server is dedicated for a single users use.
However, dedicated hosts give an additional visibility and control
to the owner over the placement of instances on different hosts.

2.4 Why do we want to evaluate different cloud configura-
tions in AWS?

AWS has been trying to constantly evolve to meet the needs of
HPC users and towards the direction of HPC-oriented clouds. It
is important to fully explore the capabilities offered by cloud in
the form of various configurations.

3. Evaluation
We conducted performance comparison between Amazon EC2

instances and the supercomputer, TSUBAME2.5. NICAM-DC-
MINI, a miniapp from Fiber and the Graph500 benchmark were
evaluated on both the platforms.

3.1 Experimental Setup
3.1.1 Amazon EC2 instances

We used the latest generation of compute-optimized instances,
c4.8xlarge instances in our cloud experiments. Each c4.8xlarge
instance has Intel Xeon E5-2666 v3 (Haswell) 2.93 processors
with 60GB memory and 36 vCPUs. These instances are inter-
connected with 10Gigabit Ethernet and offer optimized Elastic
Block Store (EBS). We tested c4.8xlarge with three cloud con-
figurations: Shared, Dedicated and Spot instances. We used upto
16 nodes for our experiments. We built Lustre Parallel file sys-
tem [4] on these instances as a shared file system. For the file
system, we used 1 dedicated node for Management Data Server
and another dedicated node for Object Storage Server.
3.1.2 TSUBAME2.5

TSUBAME2.5 is a production supercomputer operated by
Global Scientific Information and Computing Center (GSIC),
Tokyo Institute of Technology. It has 1,408 thin computing nodes
interconnected by QDR Infiniband of dual rail with non-blocking
and full bisectional performance.

Each node has two Intel Xeon X5670 2.93GHz processors,
three Nvidia tesla K20X GPUs and 54 GB of memory. Each of
the CPUs has six physical cores and supports up to 12 threads
with Intels hyperthreading technology. The 7PB storage is con-
structed by using Lustre file system.

3.2 Benchmark and Applications
3.2.1 Intel Microbenchmark

The Intel MPI Benchmarks [5] perform a set of MPI per-
formance measurements for point-to-point and global commu-
nication operations for a range of message sizes. We used this
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microbenchmark to evaluate the communication performance of
Amazon EC2 c4.8xlarge instances and TSUBAME2.5. Ping-
Pong, MPI Allreduce and MPI Alltoall were tested on both the
platforms.
3.2.2 NICAM-DC-MINI

NICAM-DC-MINI is a Fiber miniapp that is developed and
maintained at RIKEN Advanced Institute for Computational Sci-
ence. [6, 7] It is a subset of NICAM-DC application and contains
the minimum computational procedures to run baroclinic wave
test case Jablonowski [8], which is a well-known benchmark of
atmospheric general circulation model reproducing the unsteasy
baroclinic wave oscillation. As such, it retains the same compu-
tational workload characteristics as NICAM-DC, while enabling
the performance evaluation in compact manner.
3.2.3 Graph500

Graph500 [9] is a data-intensive benchmark. It performs
breadth-first searches in an weighted, undirected large graphs
generated by scalable data generator based on a Kronecker graph.
It consists of two kernels: The first kernel constructs an undi-
rected graph used by the second kernel. The second kernel per-
forms a breadth-first search of the graph from a randomly chosen
source vertex in the graph. Both the kernels are timed and this
benchmark uses the performance metric Traversed Edges Per sec-
ond (TEPS) to compare the benchmark performance across mul-
tiple architectures, programming models and frameworks. TEPS
is measured by benchmarking the second kernel. There is a val-
idation phase at the end of each breadth-first search by second
kernel to verify the correctness of the result. For large datasets, it
is difficult to show that the resulting breadth first tree matches the
reference result so the validation phase performs the soft check-
ing of the result.

3.3 Results
3.3.1 NICAM-DC-MINI Results

We performed the weak scaling test of jablonowski for 1, 4
and 16 nodes both on TSUBAME and AWS EC2. Also, we used
Score-P [10] which is Scalable Performance Measurement Archi-
tecture for Parallel Codes to trace our application performance. It
is highly scalable and easy to use tool for profiling and tracing of
HPC applications. When using 1 node for running the miniapp,
all the c4.8xlarge instances i.e. ondemand dedicated (Fig. 3.2.2),
shared (Fig. 1b) and spot instances (Fig. 1c) perform three times
better than TSUBAME2.5 (Fig. 1d). We could not carry out
the experiments for 16 nodes using dedicated and spot instances.
Both the computation and communication times were faster in
AWS as compared to TSUBAME2.5. Stall time corresponds to
the time spent by the function MPI Waitall in the graphs. For 16
nodes, c4.8xlarge ondemand shared instances performance was
still 6 times better than TSUBAME2.5.
3.3.2 Intel MPI Benchmark (IMB) Results

To investigate the cause of the performance differences in
executing NICAM-DC-MINI on TSUBAME2.5 and AWS EC2
c4.8xlarge instances, we thought to analyze the communication
performance by using Intel MPI benchmark on both the plat-
forms. These are shown in figure 2 with log scale on the y axis.
TSUBAME2.5’s network performance is consistently better than

that of the cloud, therefore the fact that NICAM performs better
on the cloud cannot be due the the the cloud’s network capability.

4. Discussion
In NICAM-DC-MINI, the c4.8xlarge shared instances per-

formed better for 1, 4 and 16 nodes than TSUBAME2.5, the ded-
icated and spot instances for 1 and 4 nodes. The performance
exhibited by shared instances could be because of the reason that
the instances were created on the same host. But, a detailed study
that consists of up to 128 on both shared and dedicated instances
is required to assess the processing capabilities offered by these
cloud platforms.

5. Related Work
There have been several studies in the past that examines the

feasibility of using public clouds for high performance comput-
ing. Amazon EC2, the leading public IaaS platform is oftenly
used to carry out these studies. The cloud platforms have been
evaluated with different focuses and goals. There was much fo-
cus on evaluating cloud platforms for tightly-coupled, MPI-based
applications [11–13]. Also, some studies were conducted to as-
sess the cloud environments for running scientific workloads and
exhibit the performance-cost tradeoff [14]. Amazon EC2 intro-
duced new instances called Cluster Compute instances (CCIs) in
2010 and claimed that these instances are suitable for compute-
intensive HPC applications. This follows the studies on these new
instances and DOE Magellan project [15, 16] which discussed
that there is a mismatch between the requirements of HPC and
the characteristics of cloud environment. With the aim of en-
abling HPC in cloud, Amazon came up with the new generation
of compute-optimized c4 instances in 2015 [17]. The capabilities
of new c4 instances have not been studied. Since the price of ded-
icated instances was dropped in 2013, it invites users with higher
performance needs to use the dedicated instances.

6. Summary and Future work
In this work, we conducted a comprehensive evaluation of the

recently released Amazon EC2 c4 instances, which are intended
for high performance computing. We assessed the feasibility of
the new AWS c4 instances as replacements for traditional super-
computers by using a microbenchmark, HPC miniapp, and a tra-
ditional big data application. Our study reveals a picture con-
siderably more positive for running HPC application on public
clouds, as compared to the previous studies. As a future work,
we would like to conduct these experiments at a bigger scale. We
want to go upto 128 nodes for assessing the performance of cloud
environments at a larger scale.
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(a) Chart showing the performance breakdown of NICAM ondemand dedicated
instances.

(b) Chart showing the performance breakdown of NICAM on Shared instances.

(c) Chart showing the performance breakdown of NICAM on spot instances. (d) Chart showing the performance breakdown of NICAM on TSUBAME2.5
supercomputer.

Fig. 1 NICAM performance results on various cloud configurations and TSUBAME2.5

Fig. 2 Graph comparing the communication time of Intel MPI Benchmark (IMB) pingpong on TSUB-
AME2.5 vs. Amazon EC2 c4.8xlarge instance.
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