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Regular Paper

Refutability and Reliability for Inductive Inference

of Recursive Real-Valued Functions

Eiju Hirowatari,†1 Kouichi Hirata,†2 Tetsuhiro Miyahara†3

and Setsuo Arikawa†4

Inductive inference gives us a theoretical model of concept learning from examples. In this
paper, we study refutably and reliably inductive inference of recursive real-valued functions.
First we introduce the new criteria RealRefEx for refutable inference and RealRelEx for
reliable inference. Then, we compare these two criteria with RealEx for identification in the
limit, RealFin for learning finitely and RealNum! for learning by enumeration that have been
already introduced in the previous works, and investigate their interaction. In particular, we
show that RealRefEx and RealRelEx are closed under union, as similar as the criteria
RefEx and RelEx for inductive inference of recursive functions.

1. Introduction

It is desirable for scientists to automatically
learn real-valued functions from given observed
data. Note first that, in our scientific activities,
it is impossible to observe the exact value of
a real number, but possible to observe only its
approximations. Nevertheless it is necessary for
Theoretical Computer Science to deal with real
numbers. Several formulations for computable
real numbers 6),15),21),22) are known and deeply
studied.

In this paper, we pay our attention to re-
cursive real-valued functions 10),11). Since input
data of recursive real-valued functions are not
discrete but numerical as similar as scientific
experiments or observations, they inevitably in-
volve some range of errors. Then, such numer-
ical data are represented by pairs of rational
numbers approximating an exact value and an
error bound, which are related to interval num-
bers 1),18), that is, closed intervals containing
the exact value.

On the other hand, there are also many
models that provide us the theoretical founda-
tion of concept learning from given data. In
this paper, we adopt inductive inference, which
comes from the famous Gold’s paper 9) in the
1960’s and is currently one of the most impor-
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tant research topics in the field of Algorith-
mic/Computational Learning Theory. In in-
ductive inference, we formulate a learning ma-
chine as an algorithm that sometimes outputs
a hypothesis from given data. Then, whether
or not a learning process is successful is deter-
mined by a sequence of hypotheses as outputs
under several criteria.

Historically, the famous criteria Ex 9), Fin 9)

and Num 4),5) have been introduced for induc-
tive inference of recursive functions. They cor-
respond to identification in the limit, learning
finitely and learning by enumeration, respec-
tively. More formally, the criterion Ex means
that the sequence of all hypotheses that a learn-
ing machine outputs converges to just one cor-
rect hypothesis in the limit. The criterion Fin
means that a learning machine outputs a cor-
rect hypothesis just once within finite time and
halts. The criterion Num means that a learn-
ing machine enumerates hypotheses until a hy-
pothesis is found that agrees with all the data
received so far.

By Ex, Fin and Num, we denote the class
of all sets of recursive functions that are in-
ferable in the limit, the class of all inferable
sets of recursive functions that are finitely in-
ferable and all subsets of recursively enumer-
able sets of recursive functions, respectively ☆.
As for the relationship between Ex, Fin and

☆ Note that Num! denotes the class of all recursively
enumerable sets of recursive functions. In this pa-
per, we will extend Num! to RealNum! for inductive
inference of recursive real-valued functions. The cri-
terion Num! is contained in Num for inductive infer-
ence of recursive functions.
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Num, it is known that Fin ⊆� Ex, Num ⊆� Ex,
Num\Fin �= ∅ and Fin\Num �= ∅ 8),9),13),14),24).

In 1990’s, Hirowatari and Arikawa 10),11) have
first formulated theory of inductive inference of
recursive real-valued functions and then their
co-authors 2),12) have deeply studied the the-
ory. In particular, Hirowatari and Arikawa 11)

have extended the criteria Ex, Fin and Num!
to RealEx, RealFin and RealNum! for in-
ductive inference of recursive real-valued func-
tions, and shown that RealFin ⊆� RealEx,
RealFin ∩ RealNum! �= ∅ and RealNum! \
RealEx �= ∅.

In this paper, we develop inductive inference
of recursive real-valued functions, by paying our
attention to both refutability and reliability.

In our scientific activities, first we must se-
lect a hypothesis space from which we propose
theories or hypotheses. If the hypothesis is not
in the space from the observed data, we stop
searching for the hypothesis space and refute it.
On the other hand, in such a case, most learn-
ing machines will continue forever to search the
space for a new hypothesis, because they cannot
know the time when to stop such an ineffective
searching.

Mukouchi and Arikawa 19) have first formu-
lated and developed refutably inductive infer-
ence of formal languages and formal systems.
In their framework, the machine will discover
a hypothesis which is producing the sequence
if it is in the space, otherwise it will refute the
whole space and stop. Hence, when the space
is refuted, we may give another space to the
machine and try to make such a discovery in
the new space. After their introduction, var-
ious researchers 13),16),20) have been developed
refutable inference/learning.

On the other hand, in the criterion Ex for
inductive inference of recursive functions in the
limit, a learning machine may converge to an
incorrect hypothesis, after receiving data of a
recursive function which is not learned by the
machine. In order to avoid such phenomenon,
Minicozzi 17) and L. Blum and M. Blum 7) have
introduce the reliability requiring that when-
ever a learning machine converges to a hypoth-
esis from given data of a recursive function, it
always identifies the function. We call such a
learning machine reliable. The reliability re-
alizes the requirement that a reliable scientist
never fails to signal the inaccuracy of a previ-
ous incorrect hypothesis. The signal is given by

Fig. 1 The relationship between criteria RealRefEx,
RealRelEx, RealEx, RealFin and
RealNum!. For T m

{0,1} and CS ∪ T m
{0,1}, m is

a positive natural number.

eventually changing the previous hypothesis, or
by producing no hypothesis at all on a later in-
put 14). In other words, a reliable learning ma-
chine is regarded as a model of ideal scientists.
We denote the criterion for reliably inductive
inference of recursive functions in the limit by
RelEx.

Recently, Jain, et al. 13) have deeply stud-
ied refutably inductive inference of recursive
functions, together with reliably inductive in-
ference and others. They have introduced
the new criterion RefEx for refutably in-
ductive inference of recursive functions in the
limit, and compared it with criteria RelEx,
Ex, Fin and Num. Hence, the interaction
for the criteria 7),13),17) has been shown that
RefEx ⊆� RelEx ⊆� Ex, RefEx \ Num �= ∅,
Fin \ RelEx �= ∅, RelEx \ Fin �= ∅, and
Num ⊆� RelEx. Furthermore, RefEx and
RelEx are closed under union 7),13),17).

Hence, in this paper, we investigate refutably
and reliably inductive inference of recursive
real-valued functions. First, we introduce the
new criteria RealRefEx and RealRelEx for
refutably and reliably inductive inference of re-
cursive real-valued functions in the limit, re-
spectively. Then, we show the interaction of our
criteria RealRefEx, RealRelEx, RealEx,
RealFin and RealNum! described in Fig. 1.
In particular, we show that RealRefEx and
RealRelEx are closed under union as similar
as RefEx and RelEx.

2. Recursive Real-Valued Functions

In this section, we prepare some notions for
recursive real-valued functions according to pa-
pers 11),12).

Let N , Q and R be the sets of all natural
numbers, rational numbers and real numbers,
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respectively. By N+ and Q+ we denote the
sets of all positive natural numbers and positive
rational numbers, respectively.

Definition 1 Let f and g be functions from
N to Q and Q+, respectively, and x a real num-
ber. A pair 〈f, g〉 is an approximate expression
of x if f and g satisfy the following conditions:
( 1 ) limn→∞ g(n) = 0.
( 2 ) |f(n) − x| ≤ g(n) for each n ∈ N .
A real number x is recursive if there exists an
approximate expression 〈f, g〉 of x such that f
and g are recursive functions.

Note that f(n) and g(n) represent an approx-
imate value of a real number and an error bound
at point n, respectively.

In order to formulate recursive real-valued
functions, we introduce the concepts of ratio-
nalized domains and rationalized functions.

Definition 2 A rationalized domain of S ⊆
R, denoted by DomS , is a subset of Q × Q+

which satisfies the following conditions:
( 1 ) Every interval in DomS is contained in

S. For each 〈p, α〉 ∈ DomS , it holds that
[p − α, p + α] ⊆ S.

( 2 ) DomS covers the whole S. For each x ∈
S, there exists an element 〈p, α〉 ∈ DomS

such that x ∈ [p − α, p + α]. Especially,
if x ∈ S is an interior point, then there
exists an element 〈p, α〉 ∈ DomS such
that x ∈ (p − α, p + α).

( 3 ) DomS is closed under subintervals. For
each 〈p, α〉 ∈ DomS and 〈q, β〉 ∈ Q×Q+

such that [q − β, q + β] ⊆ [p − α, p + α],
it holds that 〈q, β〉 ∈ DomS .

Definition 3 Let h : S → R (S ⊆ R) be
a real-valued function, and DomS a rational-
ized domain of S. A rationalized function of h,
denoted by Ah, is a computable function from
DomS to Q × Q+ which satisfies the following
condition:

For each x ∈ S and approximate
expression 〈f, g〉 of x, there exists
an approximate expression 〈f0, g0〉 of
h(x) such that Ah(〈f(n), g(n)〉) =
〈f0(n), g0(n)〉 for each 〈f(n), g(n)〉 ∈
DomS .

We sometimes call a rationalized function Ah

of h an algorithm which computes h. A real-
valued function h can have many rationalized
functions Ah. If f and g are recursive, then so
are f0 and g0. Thus, if x ∈ S is recursive, then
h(x) is recursive.

Definition 4 A function h : S → R (S ⊆
R) is a recursive real-valued function if there

exists a rationalized function Ah : DomS →
Q × Q+ of h, where DomS is a rationalized
domain of S. We demand that Ah(〈p, α〉) does
not halt for all 〈p, α〉 �∈ DomS . Furthermore,
by RRVF we denote the set of all recursive
real-valued functions.

Since h(x) is recursive for each recursive real
number x ∈ S, we can design an effective pro-
cedure to find h(x) from the given x. Thus,
recursive real-valued functions are computable.
Furthermore, since a recursive real-valued func-
tion h always has a rationalized domain Ah of
h, it holds that h([p−α, p+α]) ⊆ [q−β, q +β],
where 〈p, α〉 ∈ DomS and 〈q, β〉 = Ah(〈p, α〉).

A set T ⊆ RRVF is said to be recursively
enumerable if there is a recursive function Ψ
such that the set T is equal to the set of all func-
tions computed by algorithms Ψ(0), Ψ(1), . . ..

In this paper, we say also that a set T ⊆
RRVF is recursively enumerable if there exists
a recursively enumerable set H ⊆ RRVF which
is a set of extensions of functions in T .

3. Inductive Inference of Recursive
Real-Valued Functions

In this section, first we prepare some no-
tions necessary to the later discussion. Next
we formulate inductive inference of recursive
real-valued functions. Finally we introduce new
criteria RealRefEx corresponding to learning
refutably in the limit and RealRelEx corre-
sponding to learning reliably in the limit.

Definition 5 Let h : S → R and h0 : S0 →
R (S, S0 ⊆ R) be recursive real-valued func-
tions. Then, we say that h0 is a restriction
of h or h is an extension of h0, denoted by
h0 = h|S0 , if S0 ⊆ S and h0(x) = h(x) for each
x ∈ S0. Furthermore, for the set T of recursive
real-valued functions, we call a restriction of a
function in T a restriction in T simply.

Since we do not distinguish a function from
its extensions, we claim that our learning is suc-
cessful even when a sequence of conjectures con-
verges to an algorithm which computes an ex-
tension of the target 7).

By ϕj we denote the partial recursive func-
tion from N to N computed by a program j.
By P we denote the set {ϕ0, ϕ1, ϕ2, . . .} of all
partial recursive functions from N to N and by
R the set of all recursive functions from N to
N .

Definition 6 Let S0 ⊆ N be the domain of
ϕj ∈ P. Then, a function hj : S → R (S ⊆ R)
is called the stair function of ϕj if hj satisfies
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the following conditions:
( 1 ) S =

⋃
i∈S0

(i − 1
2 , i + 1

2 ),
( 2 ) hj(x) = ϕj(i) for each x ∈ (i − 1

2 , i + 1
2 )

and i ∈ S0.
For S ⊆ P, we call a stair function of a function
in S a stair function in S simply.

Definition 7 For ϕj ∈ R, the following
function hj : [0,∞) → R is called the line func-
tion of ϕj .

hj(x) = (ϕj(i + 1) − ϕj(i))x
+ ϕj(i)(i + 1) − ϕj(i + 1)i

for each x ∈ [i, i + 1] and i ∈ N .
For T ⊆ R, we call a line function of a function
in T a line function in T simply.

Now we formulate inductive inference of re-
cursive real-valued functions. In our scientific
activities, it is impossible to observe the exact
value of a real number x, but possible to observe
only approximations of x. Such approximations
can be captured as a pair 〈p, α〉 of rational num-
bers such that p is an approximate value of the
number x and α is its positive error bound, i.e.,
x ∈ [p − α, p + α]. We call such a pair 〈p, α〉 a
datum of x.

Definition 8 An example of a function h :
S → R (S ⊆ R) is a pair 〈〈p, α〉, 〈q, β〉〉 satisfy-
ing that there exists a real number x ∈ S such
that 〈p, α〉 and 〈q, β〉 are data of x and h(x),
respectively.

Definition 9 A presentation of a function
h : S → R (S ⊆ R) is an infinite sequence
σ = w1, w2, . . . of examples of h in which, for
each real number x in the domain of h and
each ζ > 0, there exists an example wk =
〈〈pk, αk〉, 〈qk, βk〉〉 such that x ∈ [pk − αk, pk +
αk], h(x) ∈ [qk−βk, qk+βk], αk ≤ ζ and βk ≤ ζ.
By σ[n] we denote the initial segment of n ex-
amples in σ.

We can imagine an example of h as a rectan-
gular box [p − α, p + α] × [q − β, q + β]. Then,
a sequence w1, w2, . . . of boxes is a presentation
of h if each box contains a point (x, h(x)) on
the graph of h, and for each point on the graph
there are arbitrarily small boxes wk having the
point in their interior (See Fig. 2).

An inductive inference machine (IIM, for
short) is a procedure that requests inputs from
time to time and produces from time to time
algorithms that compute recursive real-valued
functions. These algorithms produced by an
IIM while receiving examples are called conjec-
tures.

For an IIM M and a finite sequence σ[n] =

Fig. 2 Data (upper) and a presentation (lower) of a
recursive real-valued function h.

〈w1, w2, . . . , wn〉, by M(σ[n]) we denote the
last conjecture of M after requesting examples
w1, w2, . . . , wn as inputs.

Definition 10 Let σ be a presentation of
a function and {M(σ[n])}n≥1 the infinite se-
quence of conjectures produced by an IIM M.
The sequence {M(σ[n])}n≥1 converges to an al-
gorithm Ah if there exists a number n0 ∈ N
such that M(σ[m]) equals Ah for each m ≥ n0.

Finally we introduce the new criteria
RealRefEx and RealRelEx, together with
RealEx, RealFin and RealNum! 11).

Definition 11 Let h be a recursive real-
valued function and T a class of recursive real-
valued functions.
( 1 ) An IIM M infers h in the limit (or

RealEx-infers h), denoted by h ∈
RealEx(M), if, for each presentation
σ of h, the sequence {M(σ[n])}n≥1 con-
verges to an algorithm that computes an
extension of h.

( 2 ) An IIM M infers T (or RealEx-infers
T ) if M infers every h ∈ T in the limit.

( 3 ) A class T0 is inferable (or RealEx-
inferable) if there exists an IIM that in-
fers T0.

By RealEx we denote the class of all infer-
able classes of recursive real-valued functions.

Definition 12 Let h be a recursive real-
valued function and T a class of recursive real-
valued functions.
( 1 ) An IIM M finitely infers h (or RealFin-

infers h), denoted by h ∈ RealFin(M),
if, for each presentation σ of h, after some
finite time the IIM M presented σ’s ex-
amples outputs a unique algorithm that
computes an extension of h.
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( 2 ) An IIM M finitely infers T (or
RealFin-infers T ) if M finitely infers
every h ∈ T .

( 3 ) A class T0 is finitely inferable (or
RealFin-inferable) if there exists an IIM
that finitely infers T0.

By RealFin we denote the class of all finitely
inferable classes of recursive real-valued func-
tions.

Definition 13 By RealNum! we denote
the class of all recursively enumerable sets of
recursive real-valued functions.

Definition 14 We say that M refutably in-
fers T if M satisfies the following conditions.
Here, ⊥ is the refutation symbol.
( 1 ) T ⊆ RealEx(M).
( 2 ) If h ∈ RealEx(M), then M(σ[n]) �= ⊥

for each σ and n ∈ N .
( 3 ) If h ∈ RRVF \ RealEx(M), then

there exists a number n ∈ N such that
M(σ[m]) �= ⊥ for each σ and m < n, and
M(σ[m]) = ⊥ for each σ and m ≥ n.

By RealRefEx we denote the class of all
refutably inferable classes of recursive real-
valued functions.

Definition 15 We say that M reliably in-
fers T if M satisfies the following conditions:
( 1 ) T ⊆ RealEx(M).
( 2 ) If h ∈ RRVF\RealEx(M), then the se-

quence {M(σ[n])}n≥1 does not converge
to an algorithm for each σ.

By RealRelEx we denote the class of all
reliably inferable classes of recursive real-valued
functions.

4. Examples and Properties of Recur-
sive Real-Valued Functions

In this section, we give several examples
and properties of recursive real-valued functions
necessary to discuss the interaction of our cri-
teria in Section 5. Furthermore, in the last of
this section, we show that RealRefEx and
RealRelEx are closed under union.

For each set S, #S denotes the cardinality of
S.

4.1 Self-Describing Functions
Let U be the set of all recursive functions f

from N to N such that ϕf(0) = f and TU the
set of all stair functions in U .

Lemma 1 TU ∈ RealFin \RealNum!.
Proof. Since TU is the set of all stair func-
tions in U , it holds that U ∈ Fin (resp.,
U ∈ Num!) iff TU ∈ RealFin (resp., TU ∈
RealNum!). Since U �∈ Num! 3), it holds that

IIMMU

/* MTU reliably infers TU */
begin
k ← 1;
for k = 1 to ∞ do begin

read the data 〈nk, ϕ(nk)〉;
Ak ←MTU (σh[ k(k−1)

2
+ 1]);

jAk ← the program constructed by Ak;
output jAk ;

end

Fig. 3 The IIM MU in the proof of Lemma 2.

TU �∈ RealNum!. On the other hand, by the
definition of U , for each f ∈ U , it holds that
ϕf(0) = f . Consider an IIM M which receives
〈0, f(0)〉 and outputs a unique conjecture f(0)
after some finite time. Thus, M finitely infers
U . Hence, it holds that TU ∈ RealFin. �

Lemma 2 TU �∈ RealRelEx.
Proof. Suppose that there exists an IIM MTU

which reliably infers TU . Let ϕ ∈ U be a target
function and h ∈ TU a stair function of ϕ. Fur-
thermore, let σϕ = 〈n1, ϕ(n1)〉, 〈n2, ϕ(n2)〉, . . .
be a presentation of ϕ. For each 〈nk, ϕ(nk)〉,
we can define a constant function hnk

from
(nk− 1

2 , nk+ 1
2 ) to {ϕ(nk)}. Let σk = wk

1 , wk
2 , . . .

be a presentation of hnk
for each k ∈ N ,

and σh = w1, w2, . . . an infinite sequence such
that wk = wt

s−t+1, where s, t ∈ N+ satis-
fying 1

2s(s − 1) ≤ k − 1 < 1
2s(s + 1) and

t = 1
2s(s + 1) − k + 1. Then, σh is a presen-

tation of h ∈ TU .
For each given algorithm A, we can easily

construct a program jA which receives n ∈ N
as an input, and works as follows: For the input
n ∈ N , if there exist a least number k ∈ N and
a number m ∈ N such that A(〈n, 1

2k 〉) has an
output 〈q, β〉, |m − q| < β and β < 1

2 , then jA
outputs m ∈ N else jA never stops. Then, con-
sider the IIM MU in Fig. 3 that requests data
σϕ = 〈n0, ϕ(n0)〉, 〈n1, ϕ(n1)〉, . . . as inputs from
time to time. Thus, the IIM MU reliably infers
U in the limit (in the sense of RelEx), since the
IIM MTU

reliably infers TU . However, it holds
that U �∈ RelEx 14), which is a contradiction.

�

Let TP be the set of all stair functions in P.
Then, by the previous work 11), the following
statement holds (See Fig. 1).

TP ∈ RealNum! \ RealEx.
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4.2 Cardinality Functions of the In-
verse Image from 0

For ϕ ∈ R, ϕ−1(0) denotes the set {n ∈ N |
ϕ(n) = 0}. Then, R{0,1}, Rm

{0,1} (m ∈ N) and
R∗

{0,1} are defined as follows.
R{0,1} = {ϕ : N → {0, 1} | ϕ ∈ R},
Rm

{0,1} = {ϕ ∈ R{0,1} | #ϕ−1(0) ≤ m},
R∗

{0,1} =
⋃

m∈N

Rm
{0,1},

R∞
{0,1} = {ϕ ∈ R{0,1} | #ϕ−1(0) = ∞}.

Also let T m
{0,1} (resp., T ∗

{0,1}, T ∞
{0,1}) be the set

of all line functions in Rm
{0,1} (resp., R∗

{0,1},
R∞

{0,1}).
Lemma 3 T m

{0,1} ∈ RealRefEx for each
m ∈ N .
Proof. For each finite set N0 ⊆ N , let ϕN0 :
N → {0, 1} be a recursive function such that
ϕN0(n) = 0 iff n ∈ N0. Also let AN0 be an algo-
rithm which computes the line function of ϕN0 .
Then, the algorithm A∅ computes the constant
function c1 defined by c1(x) = 1 for each x ≥ 0.
For each k ∈ N , by T{0,1}(k) we denote the set
of all functions h in T ∗

{0,1} such that h(x) = 1
for each x ≥ k + 1. It is obvious that T{0,1}(k)
is finite for each k ∈ N .

For m ∈ N , let Rest(T m
{0,1}) be the set of all

restrictions of every h ∈ T m
{0,1}. Then, we can

design an IIM Mm such that RealEx(Mm) =
Rest(T m

{0,1}) for each m ∈ N (see Fig. 4). For
Mm, it holds that T m

{0,1} ⊆� RealEx(Mm).
Consider a function h ∈ RRVF \

RealEx(Mm) and let σ be a presentation of
h. Then, there exists a large enough n ∈ N
such that M(σ[n]) = ⊥. Hence, it holds that
T m
{0,1} ∈ RealRefEx. �

Lemma 4 T m
{0,1} �∈ RealFin for each m ∈

N+.
Proof. Suppose that T m

{0,1} ∈ RealFin. Then,
there exists an IIM M which finitely infers
T m
{0,1}. Let h be in T m−1

{0,1} and σ a presenta-
tion of h. Then, there exists a number n ∈ N+

such that the IIM M receives the sequence σ[n]
and outputs a unique algorithm that computes
h. Let h0 be in T m

{0,1}\T
m−1
{0,1} such that {n ∈ N |

h(n) = 0} ⊆� {n ∈ N | h0(n) = 0} and σ0 a pre-
sentation of h0 such that σ0[n] = σ[n]. Thus,
M cannot finitely infer h0 ∈ T m

{0,1}, which is a
contradiction. �

The following lemma is not a direct property
for T ∗

{0,1} but useful for proving other lemmas.
Lemma 5 For T ∈ RealRefEx, let M

IIMMm

begin
i← 1; l← 0; u← −1; D ← ∅; N0 ← ∅; A ← A∅;
for i = 1 to ∞ do begin

read the example wi = 〈〈pi, αi〉, 〈qi, βi〉〉;
D ← D ∪ {wi};
u← max1≤j≤i min{u ∈ N | pj + αj < u};
if D is a set of examples of a function

in T ∗
{0,1} then

if ∃k ∈ N \N0 s.t. |k − pi| < αi < 1
4

and |qi| < βi < 1
4

then
N0 ← N0 ∪ {k}; l← l + 1; A ← AN0 ;

if m < l then A ← ⊥;
else
A ← ⊥;

output A;
end

Fig. 4 The IIM Mm in the proof of Lemma 3.

be an IIM which refutably infers T . Then,
for each h ∈ T , every restriction of h is in
RealEx(M).
Proof. Suppose that there exists a restriction
h0 of h ∈ T such that h0 �∈ RealEx(M).
Then, there exists a number m ∈ N such that
M(σ0[m]) = ⊥ for each presentation σ0 of
h0. Let σ be a presentation of h such that
σ[m] = σ0[m] for the above m ∈ N . Since σ is
a presentation of h, it holds that M(σ[n]) �= ⊥
for each n ∈ N , which is a contradiction. �

Lemma 6 T ∗
{0,1} �∈ RealRefEx.

Proof. Suppose that T ∗
{0,1} ∈ RealRefEx.

Then, there exists an IIM M which refutably
infers T ∗

{0,1}. By Lemma 5, M also can infer
every restriction of a function in T ∗

{0,1}. We
note that there exists a function h ∈ T ∞

{0,1} such
that h �∈ RealEx(M). For each presentation
σ of h, there exists a number n ∈ N such that
M(σ[n]) = ⊥. Then, there exists a function
h0 ∈ T ∗

{0,1} such that σ[n] is a sequence of ex-
amples of h0. Let σ0 be a presentation of h0

such that σ0[n] = σ[n]. Then, it holds that
M(σ0[n]) = ⊥, which is a contradiction. �

Lemma 7 T ∗
{0,1} ∈ RealRelEx.

Proof. Let h be a target function and σ =
w1, w2, . . . a presentation of h such that wk =
〈〈pk, αk〉, 〈qk, βk〉〉. Without loss of general-
ity, we can assume that αk < 1

4 , βk < 1
4 for

each k ∈ N+. Then, consider the IIM M∗ in
Fig. 5 that requests data w1, w2, . . . as inputs
from time to time. For each target function
h, the IIM M∗ converges to an algorithm iff
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IIMM∗
begin
D ← ∅; F ← ∅; k ← 1; T ← 0;
for k = 1 to ∞ do begin

read the data wk = 〈〈pk, αk〉, 〈qk, βk〉〉;
D ← D ∪ {wk};
if D is a set of examples of a function

in T ∗
{0,1} then

if ∃s ∈ N s.t. |s− pk| < αk and
|qk| < βk then

F ← F ∪ {s};
let hF be the function in T ∗

{0,1}
such that hF (n) = 0 iff n ∈ F ;

AF ← algo(hF );
else

T ← 1; K ← {m ∈ N | m ≤ k};
let hK be the function in T ∗

{0,1}
such that hK(n) = 0 iff n ∈ K;

AK ← algo(hK);
if T = 0 then output AF ;
else output AK ;

end

Fig. 5 The IIM M∗ in the proof of Lemma 7.

h ∈ T ∗
{0,1}. �

4.3 Line Functions Based on Non-R.e.
Sets

For each subset F ⊆ N , let ϕF be the follow-
ing function:

ϕF (n) =
{

0 if n ∈ F,
1 otherwise.

Let S ⊆� N be an infinite subset that is not
recursively enumerable and Φ∗

S the set of all line
functions of ϕF such that F is a finite subset of
S.

Lemma 8 Φ∗
S ∈ RealRelEx\RealRefEx

for S = {j ∈ N | ϕj ∈ R}.
Proof. Consider the set T ∗

{0,1}. By Lemma 7,
it holds that T ∗

{0,1} ∈ RealRelEx. Since
Φ∗

S ⊆� T ∗
{0,1}, it holds that Φ∗

S ∈ RealRelEx.
Suppose that Φ∗

S ∈ RealRefEx. Let M
be an IIM which refutably infers Φ∗

S and Φ∞
S

the sets of all line functions of ϕF for each in-
finite subset F ⊆� S. Note that Φ∗

S ∩ Φ∞
S = ∅.

Then, there exists a function hS0 ∈ Φ∞
S such

that hS0 �∈ RealEx(M), where S0 ⊆ S is an
infinite set.

Let σ be a presentation of hS0 . There exists a
number n ∈ N such that M(σ[n]) = ⊥. Then,
there exists a function h0 ∈ Φ∗

S such that σ[n] is
a sequence of examples of h0. Let σ0 be a pre-
sentation of h0 such that σ0[n] = σ[n]. Then,
it holds that M(σ0[n]) = ⊥, which is a contra-

diction. �

4.4 Compositions
For m ∈ N+ and ϕj ∈ Rm

{0,1} \ Rm−1
{0,1}, let

ϕm,j be the following function:

ϕm,j(n) =
{

m if n = 0,
ϕj(n − 1) otherwise.

For S ⊆ N , let S ◦ T ∗
{0,1} be the set of all line

functions of ϕm,j for each m ∈ S and ϕj ∈
Rm

{0,1} \ R
m−1
{0,1}. If S = N , then we denote the

set by N ◦ T ∗
{0,1}.

Lemma 9 S ◦ T ∗
{0,1} ∈ RealFin.

Proof. Let h be in S ◦ T ∗
{0,1} such that h(0) =

m, and σ a presentation of h. Consider an
IIM M which receives the finite initial seg-
ment of examples in σ, finds the number m
and the m-points 〈t1, 0〉, 〈t2, 0〉,. . . , 〈tm, 0〉 such
that h(tk) = 0 for each k ≤ m, and outputs
a unique algorithm which computes a function
h. Since T m

{0,1} \ T m−1
{0,1} ∈ RealFin for each

m ∈ N+ and by the definition of h, it holds
that S ◦ T ∗

{0,1} ∈ RealFin. �

Lemma 10 S ◦ T ∗
{0,1} �∈ RealRefEx.

Proof. Suppose that S ◦T ∗
{0,1} ∈ RealRefEx.

There exists an IIM M which refutably infers
S ◦T ∗

{0,1}. By Lemma 5, M also can infer every
restriction in S ◦ T ∗

{0,1} in the limit. We note
that there exists a function h ∈ T ∞

{0,1} such that
h|[1,∞) �∈ RealEx(M). For each presentation
σ of h|[1,∞), there exists a number n ∈ N such
that M(σ[n]) = ⊥. Then, there exists a func-
tion h0 ∈ S ◦T ∗

{0,1} such that σ[n] is a sequence
of examples of h0. Let σ0 be a presentation of
h0 such that σ0[n] = σ[n]. Then, it holds that
M(σ0[n]) = ⊥, which is a contradiction. �

Lemma 11 S ◦ T ∗
{0,1} ∈ RealRelEx.

Proof. Let h be a target function and σ =
w1, w2, . . . a presentation of h such that wk =
〈〈pk, αk〉, 〈qk, βk〉〉. Without loss of generality,
we can assume that αk < 1

4 , βk < 1
4 for each

k ∈ N+. Then, consider the IIM MS◦T in
Fig. 6 that requests data w1, w2, . . . , wn, . . . as
inputs from time to time. For each target func-
tion h, the IIM MS◦T converges to an algo-
rithm iff h ∈ S ◦ T ∗

{0,1}. Thus, the IIM MS◦T
reliably infers S ◦ T ∗

{0,1} in the limit. �

Corollary 1 The following two statements
hold.
( 1 ) N ◦ T ∗

{0,1} ∈ RealFin \ RealRefEx.
( 2 ) N ◦ T ∗

{0,1} ∈ RealRelEx.
Proof. It is straightforward from Lemma 9, 10
and 11. �
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IIMMS◦T
begin
D ← ∅; F ← ∅; Y ← ∅; k ← 1; T ← 1;
for k = 1 to ∞ do begin

read the data wk = 〈〈pk, αk〉, 〈qk, βk〉〉;
D ← D ∪ {wk};
if D is a set of examples of a function

in S ◦ T ∗
{0,1} then

if ∃s ∈ N+ s.t. |s− pk| < αk and |qk| < βk

then F ← F ∪ {s};
if ∃t ∈ N s.t. |pk| < αk and |t− qk| < βk

then Y ← Y ∪ {t};
y ← max{y | y ∈ Y };
if #F = y then

T ← 0;
let hy,F ∈ S ◦ T ∗

{0,1} be defined as follows:{
hy,F (0) = y,
hy,F (n) = 0 for every n ∈ F,
hy,F (n) = 1 for every n ∈ N+ \ F.

Ay,F ← algo(hy,F );
else

K ← {m ∈ N | m ≤ k};
let hK be the function in T ∗

{0,1}
such that hK(n) = 0 iff n ∈ K;

AK ← algo(hK);
if T = 0 then output Ay,F ;
else output AK ;

end

Fig. 6 The IIM MS◦T in the proof of Lemma 11.

While it holds that S ◦ T ∗
{0,1} �∈ RealNum!

for each set S ⊆� N that is not recursively enu-
merable, it holds that N ◦ T ∗

{0,1} ∈ RealNum!.
4.5 Constant Functions
For a set S ⊆� N that is not recursively enu-

merable, let CS be the set of all constant func-
tions cs : [0, 1] → S such that cs(x) = s for
each s ∈ S. Furthermore, let CQ be the set of
all constant functions cq : [0, 1] → Q such that
cq(x) = q for each q ∈ Q.

Lemma 12 CS ∈ RealRefEx.
Proof. Let CN be the set of all constant func-
tions defined by cn(x) = n for each n ∈ N .
Every cn ∈ CN is defined on R. Furthermore,
let Rest(CN ) be the set of all restrictions of ev-
ery cn ∈ CN and An an algorithm which com-
putes a constant function cn for each n ∈ N .
Then, we can design an IIM MCS

such that
RealEx(MCS

) = Rest(CN ) (see Fig. 7). For
MCS

, it holds that CS ⊆� RealEx(MCS
). Con-

sider a function h ∈ RRVF \ RealEx(MCS
)

and let σ be a presentation of h. Then, it
holds that there exists a large enough n ∈ N
such that MCS

(σ[n]) = ⊥, because there ex-

IIMMCS

begin
i← 1; z ← −1; A ← A0;
for i = 1 to ∞ do begin

read the example wi = 〈〈pi, αi〉, 〈qi, βi〉〉;
if βi < 1

4
then

if ∃k ∈ N s.t. |k − qi| < βi then
if z = −1 then z ← k; A ← Ak;
if z �= k then A ← ⊥;

else A ← ⊥;
output A;

end

Fig. 7 The IIM MCS
in the proof of Lemma 12.

ist numbers x, y ∈ Q such that h(x) �∈ N or
h(x) �= h(y) (x �= y). Hence, it holds that
CS ∈ RealRefEx. �

Lemma 13 CQ ∪ TU ∈ RealEx.
Proof. By the definition of CQ, it holds that
CQ ∈ RealEx. By Lemma 1, it holds that
TU ∈ RealEx. Let M1 and M2 be IIMs
such that CQ ⊆ RealEx(M1) and TU ⊆
RealEx(M2). Furthermore, let h be in CQ∪TU

and σ = w1, w2, . . . a presentation of h such
that wk = 〈〈pk, αk〉, 〈qk, βk〉〉 for each k ∈ N+.
Then, we can construct the following IIM M:

M(σ[n]) =




M1(σ[n]) if n ∈ N+ and
lb(n) ≤ ub(n),

M2(σ[n]) otherwise,

where lb(n) = max{qk − βk | 1 ≤ k ≤ n} and
ub(n) = min{qk + βk | 1 ≤ k ≤ n}. If h is a
restriction of a function in CQ, then there exists
a number r ∈ Q such that h(x) = r for each
x ∈ R. For the r ∈ Q, we have |q− qk| < βk for
each k ∈ N+. Thus, it holds that M(σ[n]) =
M1(σ[n]) for each n ∈ N+.

If h is a function in CQ ∪ TU such that h is
not a restriction of a function in CQ, then there
exists a number n ∈ N+ such that M(σ[m]) =
M2(σ[m]) for each m ≥ n.

Hence, it holds that CQ ∪ TU ∈ RealEx. �

Lemma 14 CQ ∪ TU �∈ RealRelEx.
Proof. Assume that CQ ∪ TU ∈ RealRelEx.
Then, there exists an IIM M which reliably in-
fers CQ ∪ TU . It holds that the IIM M reli-
ably infers TU . By Lemma 2, we have TU �∈
RealRelEx, which is a contradiction. �

4.6 Union Property
It is known that RefEx and RelEx are

closed under union 7),13),17). In this section, we
show that RealRefEx and RealRelEx also
preserve this property.
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Theorem 1 RealRefEx and RealRelEx
are closed under union. That is, for each I ∈
{RealRefEx,RealRelEx}, if S1 ∈ I and
S2 ∈ I, then S1 ∪ S2 ∈ I.
Proof. First we show that RealRefEx is
closed under union. For i = 1 or 2, let Si be
a set of recursive real-valued functions and Mi

an IIM which refutably infers Si. Furthermore,
let h be in S1 ∪ S2 and σ a presentation of h.
Then, we can construct the following IIM M:

M(σ[n]) =




M1(σ[n]) if n ∈ N+ and
M1(σ[n]) �= ⊥,

M2(σ[n]) otherwise.

If h ∈ RealEx(M1), then it holds that
M(σ[n]) = M1(σ[n]) for each n ∈ N .
If h ∈ RealEx(M2) \ RealEx(M1), then
there exists a number n ∈ N such that
M(σ[m]) = M2(σ[m]) for each m ≥ n. If
h �∈ RealEx(M1) ∪RealEx(M2), then there
exists a number n ∈ N such that M(σ[m]) = ⊥
for each m ≥ n. Thus, it holds that M
refutably infers S1 ∪ S2. Hence, RealRefEx
is closed under union.

Next we show that RealRelEx is closed un-
der union. Let S1 and S2 be sets of recur-
sive real-valued functions, and M1 and M2

IIMs which reliably infer S1 and S2, respec-
tively. Furthermore let h be in S1 ∪ S2 and
σ = w1, w2, . . . be a presentation of h such
that wk = 〈〈pk, αk〉, 〈qk, βk〉〉 for each k ∈ N+.
Then, we can construct the function i : N+ →
{1, 2} defined by i(1) = 1 and

i(n) =




1 if i(n − 1) = 1 and
M1(σ[n − 1]) = M1(σ[n]),

2 if i(n − 1) = 2 and
M2(σ[n − 1]) = M2(σ[n]),

2 if i(n − 1) = 1,
M1(σ[n − 1]) �= M1(σ[n]),
M2(σ[n − 1]) = M2(σ[n])
and
M1(σ[n − 1]) �= M2(σ[n]),

1 otherwise,
where n ≥ 2. Furthermore we construct the
IIM M such that M(σ[n]) = Mi(n)(σ[n]) for
each n ∈ N .

If h ∈ RealEx(M1) \ RealEx(M2), then
there exists a number n ∈ N such that
M(σ[m]) = M1(σ[m]) for each m ≥ n.
If h ∈ RealEx(M2) \ RealEx(M1), then
there exists a number n ∈ N such that
M(σ[m]) = M2(σ[m]) for each m ≥ n. If h ∈
RealEx(M1) ∩ RealEx(M2), then there ex-

ists a number n ∈ N such that i(m) = i(m+1)
and M(σ[m]) = M(σ[m + 1]) for each m ≥ n.
If h �∈ RealEx(M1)∪RealEx(M2) and there
exists a number n ∈ N such that i(m1) =
i(m1 + 1) for each m1 ≥ n, then a sequence
{M(σ[m1])}m1≥1 does not converge to an algo-
rithm. If h �∈ RealEx(M1) ∪ RealEx(M2)
and for each n ∈ N there exists a number
m2 ≥ n such that i(m2) �= i(m2 +1), then a se-
quence {M(σ[m2])}m2≥1 does not converge to
an algorithm. Thus, it holds that M reliably
infers S1 ∪ S2. Hence, RealRelEx is closed
under union. �

Lemma 15 CS ∪ T m
{0,1} ∈ RealRefEx \

(RealFin ∪RealNum!) for each m ∈ N+.
Proof. By Lemma 3, it holds that T m

{0,1} ∈
RealRefEx. By the definition of RealRelEx
and RealRefEx, it holds that RealRefEx ⊆
RealRelEx, so T m

{0,1} ∈ RealRelEx. By
Lemma 12, it holds that CS ∈ RealRefEx.
Hence, by Theorem 1, it holds that CS∪T m

{0,1} ∈
RealRefEx.

On the other hand, since S is not recursively
enumerable, it holds that S �∈ Num!, which
implies that CS �∈ RealNum!. By Lemma 4,
T m
{0,1} �∈ RealFin for each m ∈ N+. Hence, it

holds that CS∪T m
{0,1} �∈ RealFin∪RealNum!.

�

5. Comparison of Criteria

In this section, we compare the new cri-
teria RealRefEx and RealRelEx with
the previous criteria RealEx, RealFin and
RealNum!, by using the examples and the lem-
mas in Section 4. Note that the following state-
ments hold by the previous work 11) and defini-
tions.
( 1 ) RealFin ⊆� RealEx.
( 2 ) RealFin ∩RealNum! �= ∅.
( 3 ) RealNum! \ RealEx �= ∅.
( 4 ) RealRefEx⊆RealRelEx⊆RealEx.

Theorem 2 The following statement holds.
RealRefEx ∩RealFin ∩ RealNum! �= ∅.

Proof. It is obvious that T 0
{0,1}∈RealRefEx∩

RealFin ∩ RealNum!. �

Theorem 3 The following statement holds.
RealRefEx ⊆� RealRelEx ⊆� RealEx.

Proof. By the above statement ( 4 ), it is suf-
ficient to show the properness. By Lemma 1,
2 and the above statement ( 1 ), it holds that
RealRelEx ⊆� RealEx. By Lemma 6 and 7,
it also holds that RealRefEx ⊆� RealRelEx.

�
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Theorem 4 The following statement holds.
RealFin \ (RealRelEx ∪ RealNum!) �= ∅.
Proof. By Lemma 1 and 2, it holds that TU ∈
RealFin \ (RealRelEx ∪RealNum!). �

Theorem 5 The following statement holds.
RealRelEx \ (RealRefEx ∪ RealFin ∪

RealNum!) �= ∅.
Proof. Let S be {j ∈ N | ϕj ∈ R}. By
Lemma 8, it holds that Φ∗

S ∈ RealRelEx \
RealRefEx. By the definition of Φ∗

S , it holds
that Φ∗

S �∈ RealFin. Since S is not recursively
enumerable, it holds that Φ∗

S �∈ RealNum!. �

Theorem 6 The following statement holds
for Ii ∈ {RealRefEx,RealFin,RealNum!}
(i = 1, 2, 3) such that Ii �= Ij (i �= j).

(I1 ∩ I2) \ I3 �= ∅.
Proof. It is sufficient to show the following
three cases.

(I3 = RealFin) By Lemma 3 and 4, it holds
that T m

{0,1} ∈ RealRefEx \ RealFin for each
m ∈ N+. Furthermore, it is obvious that
T m
{0,1} ∈ RealNum!.
(I3 = RealRefEx) By Corollary 1, it holds

that N ◦ T ∗
{0,1} ∈ (RealFin ∩ RealNum!) \

RealRefEx.
(I3 = RealNum!) By Lemma 12, it holds

that CS ∈ RealRefEx. Furthermore, it is ob-
vious that CS ∈ RealFin. By the definition of
CS , it also holds that CS �∈ RealNum!. �

Theorem 7 The following statement holds
for Ii ∈ {RealRefEx,RealFin,RealNum!}
(i = 1, 2, 3) such that Ii �= Ij (i �= j).

(RealRelEx ∩ I1) \ (I2 ∪ I3) �= ∅.
Proof. It is sufficient to show the following
three cases.

(I1 = RealFin) For a set S ⊆� N that is
not recursively enumerable, consider a function
S ◦ T ∗

{0,1}. By Lemma 9, 10 and 11, it holds
that S ◦ T ∗

{0,1} ∈ (RealRelEx ∩ RealFin) \
RealRefEx. Since S is not recursively enu-
merable, it holds that S �∈ Num!, which implies
that S ◦ T ∗

{0,1} �∈ RealNum!.
(I1 = RealRefEx) In this case, it is suffi-

cient to show that RealRefEx \ (RealFin ∪
RealNum!) �= ∅, which directly follows from
Lemma 15.

(I1 = RealNum!) By Lemma 6 and 7, it
holds that T ∗

{0,1} ∈ RealRelEx\RealRefEx.
By the definition of T ∗

{0,1}, it holds that T ∗
{0,1} ∈

RealNum! but T ∗
{0,1} �∈ RealFin. �

Theorem 8 The following statement holds.
RealEx \ (RealRelEx ∪RealFin ∪

RealNum!) �= ∅.

Proof. By Lemma 13 and 14, it holds that CQ∪
TU ∈ RealEx and CQ∪TU �∈ RealRelEx. By
Lemma 1, it holds that TU �∈ RealNum!, which
implies that CQ ∪TU �∈ RealNum!. Since CQ �∈
RealFin, it holds that CQ ∪ TU �∈ RealFin.�

6. Conclusion

In this paper, we have introduced the crite-
ria RealRefEx and RealRelEx for refutably
and reliably inductive inference of recursive
real-valued functions, and compared them with
RealEx, RealFin and RealNum!, as de-
scribed in Fig. 1 in Section 1. In particu-
lar, we have shown that RealRefEx and
RealRelEx are closed under union.

The shapes marked by ‘?’ in Fig. 1 remain
open, so it is a future work to clarify them. In
this paper, we have adopted the refutability in-
troduced by Jain, et al. 13) It is also a future
work to realize the definition of refutability by
Mukouchi and Arikawa 19) for inductive infer-
ence of recursive real-valued functions and in-
vestigate its properties.
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