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#### Abstract

We propose some PAC like settings for a learning problem of a sub-class of linear languages, and show its polynomial time learnability in each of our settings. Here, the sub-class of linear languages is newly defined, and it includes the class of regular languages and the class of even linear languages. We show a polynomial time learning algorithm in either of the following settings with a fixed but unknown probability distribution for examples. (1) The first case is when the learner can use randomly drawn examples, membership queries, and a set of representative samples. (2) The second case is when the learner can use randomly drawn examples, membership queries, and both of the size of a grammar which can generate the target language and $d$. Where $d$ is the probability such that the rarest rule in the target grammar occurs in the derivation of a randomly drawn example. In each case, for the target language $L_{t}$, the hypothesis $L_{h}$ satisfies that $\operatorname{Pr}\left[P\left(L_{h} \Delta L_{t}\right) \leq \varepsilon\right] \geq 1-\delta$ for the error parameter $0<\varepsilon \leq 1$ and the confidential parameter $0<\delta \leq 1$.


## 1. Introduction

In this paper, we propose some $\mathrm{PAC}^{8)}$ like settings for a learning of a sub-class of linear languages, and show its polynomial time learnability on each of our settings. The subclass of linear languages is newly defined by us and called Mode Selective Linear Languages (MSLLs). It includes the class of regular languages and the class of even linear languages ${ }^{7}$. The class of linear grammars which generates MSLLs is called Mode Selective Linear Grammars (MSLGs). In grammatical inference, it has been shown that queries and additional information for the learner are powerful for polynomial time exact learning ${ }^{1), 2,5), 7)}$, while there are not many results about PAC learnability or PAC like learning settings. Thus, our result contributes to understanding a PAC learning of grammars.

At first, we show an exact learning algorithm for MSLLs via membership queries and a set of representative samples. Here, a set of representative samples is a subset of the target language given to the learner apriori ${ }^{1)}$. The time complexity of the exact learning algorithm is bounded by a polynomial of the following parameters; the time complexity to find a symmetric difference of MSLGs, $n$ (the size of a grammar which generates the target language), and $l$ (the maximum length of a word in a given representative samples). The main propositions of this paper is to show that, using this exact

[^0]learning algorithm, the class of MSLLs is polynomial time learnable in either of the following settings.
(1) The first case is when the learner can use polynomial number of random examples, membership queries, and a set of representative samples. Here, random examples are drawn according to a distribution on $\Sigma^{*}$ which is independent of both of the learner and the teacher.
(2) The second case is when the learner can use polynomial number of random examples, membership queries and both of $n$ and $d$. Where $n$ is the size of a grammar which generates the target language, and $d$ is the probability such that the rarest rule in the target grammar occurs in the derivation of a randomly drawn example. In each case, for the target language $L_{t}$, the hypothesis $L_{h}$ satisfies the PAC criterion that is $\operatorname{Pr}\left[P\left(L_{h} \Delta L_{t}\right) \leq \varepsilon\right] \geq 1-\delta$ for the error parameter $0<\varepsilon \leq 1$ and the confidential parameter $0<\delta \leq 1$.

We note that both of our setting differs from standard PAC learning, and the parameter $d$ depends on the probability distribution of examples.

In the first case, the time complexity to construct a hypothesis is bounded by a polynomial of $n, l_{e}$ (the maximum length of a word in random examples or a set of representative samples), and PAC learning parameters $\varepsilon$ and $\delta$. In the second setting, the time complexity is bounded by a polynomial of $d, n, l_{e} \varepsilon$ and $\delta$.
In addition, for a corollary of the second case, we show that if the learner does not have
to terminate with a small probability, a hypothesis can be constructed in polynomial time only from random examples and membership queries.

## 2. Preliminaries

A context-free grammar (CFG) is a 4-tuple $G=(N, \Sigma, P, S)$ where $N$ is a finite set of nonterminals, $\Sigma$ is a finite set of terminals, $P$ is a finite set of rewriting rules (rules) and $S \in N$ is the start symbol. Let $\sigma$ be the word whose length is 0 . Assume that all CFGs are $\sigma$-free. In this paper, $|\beta|$ denotes the length of $\beta$ if $\beta$ is a string and $|W|$ denotes the cardinality of $W$ if $W$ is a set.

Let $\beta, \gamma, \gamma^{\prime} \in N^{*}$ and $A \rightarrow \beta$ be in $P$. Then $\gamma A \gamma^{\prime} \underset{G}{\Rightarrow} \gamma \beta \gamma^{\prime}$ denotes the derivation from $\gamma A \gamma^{\prime}$ to $\gamma \beta \gamma^{\prime}$ in $G$. We define $\underset{G}{\stackrel{*}{\Rightarrow}}$ to be the reflexive and transitive closure of $\underset{G}{\Rightarrow}$. A word generated from $\gamma \in(N \cup \Sigma)^{*}$ by $G$ is $w \in \Sigma^{*}$ such that $\gamma \underset{G}{\stackrel{*}{\Rightarrow}} w$ and the language generated from $\gamma$ by $G$ is denoted by $L_{G}(\gamma)=\left\{w \in \Sigma^{*} \mid \gamma \underset{G}{*} w\right\}$. A word generated from $S$ by $G$ for the start symbol $S$ is called a word generated by $G$ and the language generated by $G$ is denoted by $L(G)=L_{G}(S)$. A nonterminal $A \in N$ is said to be reachable if $S \underset{G}{*} w A \beta$ for some $w \in \Sigma^{*}$, $\beta \in N^{*}$, and a nonterminal $B \in N$ is said to be live if $L_{G}(B) \neq \emptyset$. For two CFGs $G_{1}$ and $G_{2}, L\left(G_{1}\right) \Delta L\left(G_{2}\right)$ denotes the set $\left\{w \in \Sigma^{*} \mid\right.$ $\left.w \in\left(L\left(G_{1}\right)-L\left(G_{2}\right)\right) \cup\left(L\left(G_{2}\right)-L\left(G_{1}\right)\right)\right\}$ and a word $w \in L\left(G_{1}\right) \Delta L\left(G_{2}\right)$ is called a symmetric difference.

A CFG $G$ is a simple deterministic grammar iff

- every rule in $G$ is of the form $A \rightarrow a B C$ or $A \rightarrow a B$ or $A \rightarrow a$ for $a \in \Sigma$ and $A, B, C \in$ $N$, and
- there is at most one rule which is of the form $A \rightarrow a \beta$ in $P$ where $\beta \in N^{*}$ for every pair of $a \in \Sigma$ and $A \in N$.
The language generated by a simple deterministic grammar is called a simple deterministic language.

A CFG $G$ is a linear grammar iff every rule in $G$ is of the form $A \rightarrow a B b$ or $A \rightarrow a B$ or $A \rightarrow B b$ or $A \rightarrow a$ for $a, b \in \Sigma$ and $A, B \in N$. The language generated by a linear grammar is called a linear language. A linear grammar $G_{e}=\left(N_{e}, \Sigma, P_{e}, S_{e}\right)$ is an even linear grammar iff every rule in $G_{e}$ is of the form $A \rightarrow a B b$ or
$A \rightarrow a$ or $A \rightarrow a b$ for $a, b \in \Sigma$ and $A, B \in N_{e}$. The language generated by an even linear grammar is called an even linear language. For any other definitions about formal language theories, the reader refers to the text book ${ }^{3)}$.

Let $D$ be a probability distribution over $\Sigma^{*}$ and let $\operatorname{Pr}(w)$ be the probability for $w \in \Sigma^{*}$. Let $L_{h}$ be a hypothesis and $L_{t}$ be the target language. The learning from randomly drawn examples is called a PAC learning if a hypothesis $L_{h}$ satisfies

$$
\begin{equation*}
\operatorname{Pr}\left[P\left(L_{h} \Delta L_{t}\right) \leq \varepsilon\right] \geq 1-\delta \tag{1}
\end{equation*}
$$

where $P\left(L_{h} \Delta L_{t}\right)$ is the probability of difference between $L_{h}$ and $L_{t}$, i.e. the total of the probability for every $w \in L_{h} \Delta L_{t}$ on the distribution $D$. Even though the learner can use either some queries or additional information, we call $L_{h}$ a PAC hypothesis if $L_{h}$ satisfies (1). For any other definitions about PAC learning, the reader refers to the text book ${ }^{4)}$.

A membership query $\operatorname{MEMBER}(w)$ for $w \in$ $\Sigma^{*}$ on a linear language $L_{t}$ is defined as follows.

$$
\operatorname{MEMBER}(w)= \begin{cases}1 & \ldots \text { if } w \in L_{t} \\ 0 & \ldots \text { if } w \notin L_{t}\end{cases}
$$

For a CFG $G$ and $x \in \Sigma^{*}$, we can solve a membership query in $O\left(|x|^{3}\right)$ time.

In this paper, we assume that the learner can take a response of $\operatorname{MEMBER}(w)$ for any $w \in \Sigma^{*}$ in unit time, and can take an example which is a pair of an example word $w \in \Sigma^{*}$ and whether $w \in L_{t}$ or not drawn according to $D$ in unit time, too.

## 3. Mode Selective Linear Languages

We define a new sub-class of linear languages to show the learnability via membership queries and examples.

### 3.1 Definitions and Properties

A linear grammar $G=(N, \Sigma, P, S)$ which satisfies the following is called a mode selective linear grammar (MSLG):

- If a rule $A \rightarrow a B c$ is in $P$ for $A, B \in N$ and $a, c \in \Sigma$, then
(1) there is no rule in $P$ such as $A \rightarrow$ $a C c$ for any $C(\neq B) \in N$, and
(2) neither $A \rightarrow a D$ nor $A \rightarrow D c$ is in $P$ for any $D \in N$.
- If a rule $A \rightarrow a B$ is in $P$ for $A, B \in N$ and $a \in \Sigma$, then
(1) there is no rule in $P$ such as $A \rightarrow a C$ for any $C(\neq B) \in N$, and
(2) neither $A \rightarrow a D b$ nor $A \rightarrow D b$ is in $P$ for any $b \in \Sigma$ and any $D \in N$.
- If a rule $A \rightarrow B a$ is in $P$ for $A, B \in N$ and $a \in \Sigma$, then
(1) there is no rule in $P$ such as $A \rightarrow C a$ for any $C(\neq B) \in N$, and neither $A \rightarrow b D a$ nor $A \rightarrow b D$ is in $P$ for any $b \in \Sigma$ and any $D \in N$.
In other words, when the derivation for $w \in$ $L(G)$ is proceeded to $S \underset{G}{\stackrel{*}{G}} u A v$ where $u, v, z \in$ $\Sigma^{*}, a, b \in \Sigma$ and $u a z b v=w$, then there exists exactly one rule which can be applied to the first derivation of $A \underset{G}{\stackrel{*}{\Rightarrow}} a z b$. It implies that every MSLG is unambiguous.

We define a mode selective linear language (MSLL) as the language generated by an MSLG. Throughout this paper, we assume that the target language is an MSLL denoted by $L_{t}$ and $G_{t}$ denotes some MSLG such that $L\left(G_{t}\right)=$ $L_{t}$.

Theorem 1 The class of MSLLs contains the class of regular languages.
Proof: For a regular grammar $G_{r}=$ $\left(N_{r}, \Sigma, P_{r}, S_{r}\right)$, all rules can be written of the form $A \rightarrow a B$ or $A \rightarrow a$ where $A, B \in N_{r}$ and $a \in \Sigma$. If $A \rightarrow a B$ is in $P_{r}$ then $A \rightarrow a C$ is not in $P_{r}$ for any $C \in N_{r}$ such that $C \neq B$. Thus $G_{r}$ is an MSLG. On the other hand, $L=\left\{a^{i} b^{i} \mid i \geq 1\right\}$ is not a regular language but an MSLG $G=(N,\{a, b\}, P, A)$ where

$$
\begin{aligned}
N= & \{A, B\}, \\
P= & \{A \rightarrow a B, \\
& B \rightarrow a B b, \quad B \rightarrow b\}
\end{aligned}
$$

is $L(G)=L$.
Theorem 2 The class of MSLLs is incomparable to the class of simple deterministic languages.
Proof: The class of simple deterministic languages is incomparable to the class of linear languages. Thus, there exists $L$ which is a simple deterministic language but is not an MSLL. Now, $L_{1}=\left\{a^{i} b^{i} \mid i \geq 1\right\} \cup\left\{a^{i} c^{i} \mid i \geq 1\right\}$ is not a simple deterministic language but an MSLG $G_{1}=\left(N_{1},\{a, b\}, P_{1}, S\right)$ where

$$
\begin{aligned}
N_{1}= & \{S, A, B\}, \\
P_{1}= & \{S \rightarrow A b, \quad S \rightarrow B c, \\
& A \rightarrow a A b, \quad A \rightarrow a, \\
& B \rightarrow a B c, \quad B \rightarrow a\}
\end{aligned}
$$

satisfies that $L\left(G_{1}\right)=L_{1}$.
Thus this theorem holds.
Theorem 3 The class of MSLLs contains the class of even linear languages.
Proof: The language $L_{m}=\left\{(a c)^{i} b^{i} \mid\right.$
$i \geq 1\}$ is an MSLL represented by $G_{m}=$ $\left(N_{m},\{a, b, c\}, P_{m}, S\right)$ such that

$$
\begin{aligned}
N_{m}= & \{S, A, B, C\}, \\
P_{m}= & \{S \rightarrow B b, \\
& B \rightarrow a C b, \quad B \rightarrow A c, \\
& A \rightarrow a, \quad C \rightarrow c B\}
\end{aligned}
$$

but $L_{m}$ is not an even linear language. On the other hand, every even linear grammar $G_{e}=$ ( $N_{e}, \Sigma, P_{e}, S_{e}$ ) can be written in an MSLG by the following algorithm.
(1) For every subset $X \subseteq N_{e}$, make a new nonterminal denoted by $X$, i.e. $N_{M}=$ $N_{e} \cup\left\{X \mid X \subseteq N_{e}\right\}$.
(2) For every 3 -tuple $\left(A, a_{1}, a_{2}\right)$ where $A \in$ $N_{e}$ and $a_{1}, a_{2} \in \Sigma$, let $P_{\left(A, a_{1}, a_{2}\right)}=$ $A \rightarrow a_{1} X a_{2}$ where $X$ is a new nonterminal such that $X=\left\{C \in N_{e} \mid A \rightarrow\right.$ $a C b$ in $\left.P_{e}\right\}$. Then, let $P_{0}$ be the union of $P_{(A, a, b)}$ for every 3-tuple $(A, a, b)$, i.e. $P_{0}=\left\{P_{(A, a, b)} \mid A \in N_{e}, a, b \in \Sigma\right\}$.
(3) Let $P_{0}^{\prime}=\left\{A \rightarrow a b \mid A \in N_{e}, a, b \in\right.$ $\Sigma, A \rightarrow a b$ in $\left.P_{e}\right\}$ and $P_{0}^{\prime \prime}=\{A \rightarrow a \mid$ $A \in N_{e}, a \in \Sigma, A \rightarrow a$ in $\left.P_{e}\right\}$.
(4) For every subset $X \subseteq N_{e}$ and every pair of $b_{1}, b_{2} \in \Sigma$, let $P_{\left(X, b_{1}, b_{2}\right)}=X \rightarrow$ $b_{1} Y b_{2}$ where $Y=\left\{C \in N_{e} \mid B \rightarrow\right.$ $b_{1} C b_{2}$ in $P_{e}$ for some $\left.B \in X\right\}$. Then, let $P_{1}=\left\{P_{(X, c, d)} \mid X \subseteq N_{e}, c, d \in \Sigma\right\}$.
(5) Let $P_{1}^{\prime}=\left\{X \rightarrow a b \mid X \subseteq N_{e}, a, b \in\right.$ $\Sigma, B \rightarrow a b$ in $P_{e}$ for some $\left.B \in X\right\}$ and $P_{1}^{\prime \prime}=\left\{X \rightarrow a \mid X \subseteq N_{e}, a \in \Sigma, B \rightarrow\right.$ a in $P_{e}$ for some $\left.B \in X\right\}$.
(6) Let $P_{M}=P_{0} \cup P_{0}^{\prime} \cup P_{0}^{\prime \prime} \cup P_{1} \cup P_{1}^{\prime} \cup P_{1}^{\prime \prime}$, then $P_{M}$ has at most one rule which is of the form $A \rightarrow a B b$ for every 3 -tuple $(A, a, b)$ where $A, B \in N_{M}, a, b \in \Sigma$.
Now, we show that $L\left(G_{e}\right)=L\left(G_{M}=\right.$ $\left(N_{M}, \Sigma, P_{M}, S_{e}\right)$ ). Suppose that

$$
\begin{gathered}
S_{e} \underset{G_{M}}{\Rightarrow} a_{1} X_{1} b_{1} \underset{G_{M}}{\Rightarrow} a_{1} a_{2} X_{2} b_{2} b_{1} \underset{G_{M}}{\Rightarrow} \cdots \\
\underset{G_{M}}{\Rightarrow} a_{1} a_{2} \cdots a_{n} w b_{n} b_{n-1} \cdots b_{1}
\end{gathered}
$$

for $a_{i}, b_{i} \in \Sigma, X_{i} \in N_{M}(i=1,2, \cdots n)$ and $w \in$ $\Sigma^{+}$such that $|w| \leq 2$. From the steps 4 and 5 of the above algorithm, there exist $A_{i} \in X_{i}$ $(i=1,2, \cdots n)$ such that $A_{i} \rightarrow a_{i+1} A_{i+1} b_{i+1}$ is in $P_{e}$ for $i=1,2, \cdots n-1$ and $A_{n} \rightarrow w$ is in $P_{e}$. It implies that if $S_{e} \underset{G_{M}}{\Rightarrow} u$ then $S_{e} \underset{G_{e}}{\Rightarrow} u$ for any $u \in \Sigma^{*}$.

On the other hand, if

$$
\begin{gathered}
S_{e} \underset{G_{e}}{\Rightarrow} a_{1} A_{1} b_{1} \underset{G_{e}}{\Rightarrow} a_{1} a_{2} A_{2} b_{2} b_{1} \underset{G_{e}}{\Rightarrow} \cdots \\
\underset{G_{e}}{\Rightarrow} a_{1} a_{2} \cdots a_{n} w b_{n} b_{n-1} \cdots b_{1}
\end{gathered}
$$

for $a_{i}, b_{i} \in \Sigma, A_{i} \in N_{e}(i=1,2, \cdots n)$ and $w \in \Sigma^{+}$such that $|w| \leq 2$. There also exist $X_{i} \in N_{M}(i=1,2, \cdots n)$ such that $A_{i} \in X_{i}$ $(i=1,2, \cdots n), X_{i} \rightarrow a_{i+1} X_{i+1} b_{i+1}$ is in $P_{M}$ for $i=1,2, \cdots n-1$ and $X_{n} \rightarrow w$ is in $P_{M}$. It implies that if $S_{e} \underset{G_{e}}{\Rightarrow} u$ then $S_{e} \underset{G_{M}}{\Rightarrow} u$ for any $u \in \Sigma^{*}$.

We can conclude that $L\left(G_{e}\right)=L\left(G_{M}=\right.$ $\left.\left(N_{M}, \Sigma, P_{M}, S_{e}\right)\right)$.
(7) For every pair of $A \in N_{M}$ and $a \in \Sigma$, let $P_{2}(A, a)=\left\{A \rightarrow a \alpha\right.$ in $P_{M} \mid \alpha \in$ $\left.\left(N_{M} \cup \Sigma\right)^{+}\right\}$. For every $P_{2}(A, a) \neq \emptyset$,

- add a new nonterminal $B_{(A, a)}^{\prime}$ to $N_{M}$,
- let $P_{B_{(A, a)}^{\prime}}=\left\{B_{(A, a)}^{\prime} \rightarrow \alpha \mid A \rightarrow\right.$ $a \alpha$ in $\left.P_{2}(A, a)\right\}$,
- delete all rules in $P_{2}(A, a)$ from $P_{M}$, and
- add $A \rightarrow a B_{(A, a)}^{\prime}$ and all rules in $P_{B_{(A, a)}^{\prime}}$ to $P_{M}$.
Now, $G_{M}=\left(N_{M}, \Sigma, P_{M}, S\right)$ is an MSLG. Thus, this lemma holds.

Lemma 4 Let $G=(N, \Sigma, P, S)$ be an MSLG and $w \in L(G)$. Consider the derivation

$$
S \underset{G}{\stackrel{*}{\Rightarrow}} w_{1} A w_{2} \underset{G}{\stackrel{*}{\Rightarrow}} w
$$

where $w_{1} a u b w_{2}=w$ for $A \in N, w_{1}, w_{2} \in \Sigma^{*}$, $a, b \in \Sigma$ and $u \in \Sigma^{+}$. Then, there is exactly one rule in $P$ for a derivation of $A \underset{G}{\Rightarrow} \beta$ where $\beta \in(N \cup \Sigma)^{+}$such that $a u b \in L_{G}(\beta)$ and $\beta \neq$ $A$.
Proof: From the definition of an MSLG, $P$ includes exactly one of $A \rightarrow a B, A \rightarrow B b$ or $A \rightarrow a B b$ for some $B \in N$. Thus, there exists exactly one rule in $P$ for the derivation $A \underset{G}{\Rightarrow} \beta$.

From this lemma, any MSLG is not ambiguous and it holds that $a u b \in L(A)$ iff $w_{1} a u b w_{2} \in L_{t}$. That is, we can observe behavior of a nonterminal by membership queries for $L_{t}$.

### 3.2 Representative Samples

We define a set of representative samples of an MSLL $L$ to develop learning algorithms for MSLLs.

Definition 5 Let $G=(N, \Sigma, P, S)$ be an MSLG such that every $A \in N$ is reachable and live. Let $Q$ be a finite subset of $L(G)$. Then $Q$ is a set of representative samples (RS) of $G$ iff the following holds.

- For any $A \rightarrow a B c$ in $P$ where $A, B \in N$ and $a, c \in \Sigma$, there exists a word $w \in Q$ such that $S \underset{G}{\stackrel{*}{\Rightarrow}} x A y \underset{G}{\Rightarrow} x a B c y \underset{G}{\stackrel{*}{\Rightarrow}} w$ for some

$$
x, y \in \Sigma^{*}
$$

From this definition, for any MSLG $G=$ $(N, \Sigma, P, S)$, there exists a set of RS $Q$ such that $|Q| \leq|P|$.

Definition 6 For an MSLL $L$, a finite set $Q \subseteq L$ is a set of RS iff there exists an MSLG $G=(N, \Sigma, P, S)$ such that $L(G)=L$ and $Q$ is a set of RS of $G$.
We note that the definition of a set of RS for an MSLL is independent of representation. Assume that both $G_{1}$ and $G_{2}$ are MSLGs and $L\left(G_{1}\right)=L\left(G_{2}\right)=L_{t}$ holds, then a set $Q$ is a set of RS for $L_{t}$ even though $Q$ is a set of RS for $G_{1}$ and not for $G_{2}$.

Let $G=(N, \Sigma, P, S)$ be an MSLG. For every $A \in N$, define $u_{A}, y_{A}, w_{A} \in \Sigma^{*}$ as satisfying the following.

- There exists a derivation such that $S \underset{G}{\stackrel{*}{\Rightarrow}} u_{A} A y_{A} \underset{G}{\stackrel{*}{\Rightarrow}} u_{A} w_{A} y_{A}$.
- It holds that $\left|u_{A}\right|+\left|y_{A}\right| \leq|u|+|y|$ for any $u, y \in \Sigma^{*}$ such that $S \underset{G}{\stackrel{*}{\Rightarrow}} u A y$.
- It holds that $\left|w_{A}\right| \leq|w|$ for any $w \in \Sigma^{+}$ such that $w \in L_{G}(A)$.
Then,

$$
\begin{array}{r}
Q=\left\{u_{A} a y_{A} \mid A \in N, A \rightarrow \text { a is in } P\right\} \\
\cup\left\{u_{A} v_{B} w_{B} x_{B} y_{A} \mid v_{B}, x_{B} \in \Sigma^{*}\right. \\
\left.A \in N, A \rightarrow v_{B} B x_{B} \text { is in } P\right\}
\end{array}
$$

is a set of RS for $G$.

## 4. The Exact Learning Algorithm

In this section, we describe the exact learning algorithm for MSLLs via membership queries and a set of RS. This algorithm is constructed by applying the learning algorithm for simple deterministic languages proposed in our previous work ${ }^{6)}$.

### 4.1 The Algorithm

Let $Q$ be the given set of RS. The following $R$ is the set of candidates for nonterminals.

$$
\begin{aligned}
& R=\left\{(x, y, z) \mid x, z \in \Sigma^{*}, y \in \Sigma^{+}\right. \\
&x \cdot y \cdot z \in Q\}
\end{aligned}
$$

and we define the observation $T: R \times \Sigma^{*} \rightarrow$ $\{0,1\}$ as

$$
T((u, v, w), x)=\operatorname{MEMBER}(u \cdot x \cdot w)
$$

Assume that $W \subseteq \Sigma^{*}$ is a set of words which will be used for partitioning $R$. At the beginning of the learning algorithm, $W=\emptyset$ and it grows up step by step. We define an equivalence relation $\stackrel{W}{=}$ over $R$ such that

$$
r \stackrel{W}{=} r^{\prime} \Longleftrightarrow \begin{gathered}
T(r, w)=T\left(r^{\prime}, w\right) \\
\text { for any } w \in W
\end{gathered}
$$

where $r, r^{\prime} \in R$. In addition, we define the equivalence class $B_{\underline{\underline{W}}}(r)=\left\{r^{\prime} \in R \mid r^{\prime} \stackrel{\underline{W}}{=} r\right\}$ for $r \in R$.

Now, a CFG $G_{h}=\left(N_{h}, \Sigma, P_{h}, S_{h}\right)$ is defined as follows where $\sigma$ is the word whose length is 0 .

$$
\begin{aligned}
N_{h} & =\left\{B_{\underline{\underline{W}}}(r) \mid r \in R\right\}, \\
S_{h} & =B_{\underline{\underline{W}}}((\sigma, w, \sigma)),
\end{aligned}
$$

where $w \in Q$, and

$$
P_{h}=P_{s} \cup P_{l} \cup P_{r} \cup P_{b} .
$$

Here,

$$
\begin{gathered}
P_{s}=\left\{B_{\underline{W}}\left(\left(u_{1}, a, u_{3}\right)\right) \rightarrow a \mid a \in \Sigma,\right. \\
\left.\left(u_{1}, a, u_{3}\right) \in R\right\}, \\
P_{l}=\left\{B_{\underline{\underline{W}}}\left(\left(u_{1}, a u_{2}, u_{3}\right)\right) \rightarrow\right. \\
a \cdot B_{\underline{W}}\left(\left(u_{1} a, u_{2}, u_{3}\right)\right) \mid a \in \Sigma, \\
\left.\left(u_{1}, a u_{2}, u_{3}\right),\left(u_{1} a, u_{2}, u_{3}\right) \in R\right\}, \\
P_{r}=\left\{B_{\underline{W}}\left(\left(u_{1}, u_{2} a, u_{3}\right)\right) \rightarrow\right. \\
B_{\underline{W}}\left(\left(u_{1}, u_{2}, a u_{3}\right)\right) \cdot a \mid a \in \Sigma, \\
\left.\left(u_{1}, u_{2} a, u_{3}\right),\left(u_{1}, u_{2}, a u_{3}\right) \in R\right\}, \\
P_{b}=\left\{B_{\underline{W}}\left(\left(u_{1}, a u_{2} b, u_{3}\right)\right) \rightarrow\right. \\
a \cdot B_{\underline{W}}\left(\left(u_{1} a, u_{2}, b u_{3}\right)\right) \cdot b \mid a, b \in \\
\Sigma,\left(\bar{u}_{1}, a u_{2} b, u_{3}\right),\left(u_{1} a, u_{2}, b u_{3}\right) \\
\in R\} .
\end{gathered}
$$

A subset of $P_{h}$ is a candidate for a hypothesis rule set. From this CFG $G_{h}$, the learner deletes some rules according to following conditions.

Condition 7 For every pair of $u_{1}, u_{2} \in$ $\Sigma^{*}$ and every pair of $r_{A}, r_{B} \in R$ such that $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$ is in $P_{h}$, if there exists $w \in W$ such $\overline{\bar{t}}$ that $T\left(r_{A}, u_{1} w u_{2}\right) \neq T\left(r_{B}, w\right)$ then delete $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$ from $P_{h}$.

In other words, when $B_{W}\left(r_{B}\right)$ should generate $w$ in a hypothesis but $B_{\underline{\underline{W}}}^{\overline{=}}\left(r_{A}\right)$ cannot generate $u_{1} w u_{2}$ in $G_{h}$ or vice versa, the rule $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow$ $u_{1} B_{\underline{W}}\left(r_{B}\right) u_{2}$ is deleted from candidates.

Condition 8 For every pair of $u_{1}, u_{2} \in$ $\Sigma^{*}$ and every pair of $r_{A}, r_{B} \in R$ such that $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$ is in $P_{h}$, if there exists $w \in W$ such that $T\left(r_{B}, w\right)=1$ and $w \notin L_{G_{h}}\left(B_{\underline{W}}\left(r_{B}\right)\right)$ then delete $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow$ $u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$ 당ㅇ $P_{h}$.
This condition means that if $B_{W}\left(r_{B}\right)$ should generate $w$ in a hypothesis but $\overline{\overline{\text { t}}} \mathrm{h}_{\boldsymbol{B}}$ are not enough rules in $G_{h}$ to generate $w$ then all rules whose right-hand side contains $B_{\underline{\underline{W}}}\left(r_{B}\right)$
are deleted.
When the above deletions are repeated $\left|P_{h}\right|$ times, there is no rule which satisfies either of the above conditions. Such a set of rules $P_{h}$ is called reduced.

The reduced $P_{h}$ satisfies the following lemma. Here, let $P_{\Sigma}$ be the set of all rules in $P_{h}$ whose right-hand side is a terminal such as $A \rightarrow a$.
Lemma 9 For any set of rules $P_{1}$ such that $P_{\Sigma} \subseteq P_{1} \subseteq P_{h}$ and $G_{1}=\left(N_{h}, \Sigma, P_{1}, S_{h}\right)$ is an MSLG, it holds that

$$
T(r, w)=1 \Longleftrightarrow B_{\underline{\underline{W}}}(r) \underset{G_{1}}{\stackrel{*}{\Rightarrow}} w
$$

for any $r \in R$ such that $B_{\underline{\underline{W}}}(r) \in N_{h}$ is reachable and live in $G_{1}$ and any $w \in W$.
Proof: We prove this lemma by induction on the length of $w$.

Base step: Assume that $|w|=1$. Then, from the definition of $T$ and the assumption of $P_{1}$, it holds that $T(r, w)=1 \Longleftrightarrow B_{\underline{W}}(r) \rightarrow w$ is in $P_{1}$. Thus, $T(r, w)=1 \Longleftrightarrow B_{\underline{W}} \stackrel{=}{\bar{N}}(r) \stackrel{*}{\overrightarrow{G_{1}}} w$ holds.

Induction step: Now suppose that this lemma holds for any $w \in \Sigma^{*}$ such that $|w| \leq n$. Let $u \in W$ such that $|u|=n+1$.
Suppose that $T(r, u)=1$. Then, from Condition 8 , if $u \notin L_{G_{h}}\left(B_{\underline{W}}(r)\right)$ then all rules in $P_{1}$ whose right-hand side contains $B_{\underline{\underline{W}}}(r)$ are deleted. On the other hand, there exists a rule in $P_{1}$ whose right-hand side contains $B_{\underline{\underline{W}}}(r)$ from the assumption such that $B_{\underline{\underline{W}}}(r)$ is $\overline{\bar{r}}$ eachable and live in $G_{1}$. Thus, it holds $\overline{\bar{t}}$ hat $u \in L_{G_{h}}\left(B_{\underline{W}}(r)\right)$. It implies that there exists a rule $B_{\underline{\underline{W}}}(\overline{\bar{r}}) \rightarrow v_{1} B_{\underline{\underline{W}}}\left(r^{\prime}\right) v_{2}$ in $P_{1}$ such that $v_{1} w^{\prime} v_{2}=\stackrel{=}{u}$ for some $\overline{\overline{B_{\underline{W}}}}\left(r^{\prime}\right) \in N_{h}, v_{1}, v_{2} \in \Sigma^{*}$ and $w^{\prime} \in \Sigma^{+}$.
If $T\left(r^{\prime}, w^{\prime}\right) \neq 1$ then the rule $B_{\underline{\underline{W}}}(r) \rightarrow$ $v_{1} B_{\underline{\underline{W}}}\left(r^{\prime}\right) v_{2}$ is deleted from $P_{1}$ because of Condition 7. Thus, $T\left(r^{\prime}, w^{\prime}\right)=1$ holds. From the assumption and $\left|w^{\prime}\right| \leq n, B_{\underline{\underline{W}}}\left(r^{\prime}\right) \underset{G_{1}}{\stackrel{*}{\Rightarrow}} w^{\prime}$ holds. Then, it also holds that $B_{\underline{\underline{W}}}(r) \underset{G_{1}}{\stackrel{*}{\Rightarrow}} u$.

Conversely, if $B_{\underline{\underline{W}}}(r) \underset{G_{1}}{\Rightarrow} u$, then there exists a rule $B_{\underline{\underline{W}}}(r) \rightarrow v_{1} B_{\underline{\underline{W}}}\left(r^{\prime}\right) v_{2}$ in $P_{1}$ such that $v_{1} w^{\prime} v_{2}=u$ and $B_{\underline{\underline{W}}}\left(r^{\prime}\right) \underset{\boldsymbol{G}_{1}}{\Rightarrow} w^{\prime}$ for $r^{\prime} \in R$ and $v_{1}, v_{2} \in \Sigma^{*}$. Thus, $T(r, u)=1$ from $\left|w^{\prime}\right| \leq n$ and Condition 7.
From this lemma, we can find a correct grammar by selecting rules from $P_{h}$ but such selections exist exponential order, unfortunately. However, we can select appropriate rules by
comparing a polynomial size set of MSLGs called base grammars.

We define an MSLG $G(A \rightarrow \beta)=\left(N_{h}, \Sigma\right.$, $\left.P_{A \rightarrow \beta}, S_{h}\right)$ for every rule $A \rightarrow \beta$ in $P_{h}$ as follows, where $\leq_{R}$ is an arbitrary total order on $N_{h}$.
(1) Let $P_{A \rightarrow \beta}=\{A \rightarrow \beta\}$.
(2) For $C \in N_{h}$ and $a, b \in \Sigma$, if

- there exists a rule which is of the form $C \rightarrow a D b$ in $P_{h}$ for some $D \in$ $N_{h}$, and
- there does not exist either $C \rightarrow a \gamma$ or $C \rightarrow \gamma b$ in $P_{A \rightarrow \beta}$ for any $\gamma \in\left(N_{h} \cup\right.$ $\Sigma)^{+}$,
then let $E_{0}(C, a, b)=\left\{D \in N_{h} \mid C \rightarrow\right.$ $a D b$ in $\left.P_{h}\right\}$, and add $C \rightarrow a D_{0} b$ to $P_{A \rightarrow \beta}$ where $D_{0} \leq_{R} D_{1}$ for any $D_{1} \in$ $E_{0}(C, a, b)$.
(3) For $C \in N_{h}$ and $a \in \Sigma$, if
- there exists a rule which is of the form $C \rightarrow a D$ in $P_{h}$ for some $D \in$ $N_{h}$, and
- there does not exist either $C \rightarrow a \gamma$ or $C \rightarrow E b$ in $P_{A \rightarrow \beta}$ for any $\gamma \in$ $\left(N_{h} \cup \Sigma\right)^{+}$, any $E \in N_{h}$ and any $b \in \Sigma$,
then let $E_{1}(C, a)=\left\{D \in N_{h} \mid C \rightarrow\right.$ $a D$ in $\left.P_{h}\right\}$, and add $C \rightarrow a D_{0}$ to $P_{A \rightarrow \beta}$ where $D_{0} \leq_{R} D_{1}$ for any $D_{1} \in E_{1}(C, a)$.
(4) For $C \in N_{h}$ and $b \in \Sigma$, if
- there exists a rule which is of the form $C \rightarrow D b$ in $P_{h}$ for some $D \in$ $N_{h}$, and
- there does not exist either $C \rightarrow \gamma b$ or $C \rightarrow a E$ in $P_{A \rightarrow \beta}$ for any $\gamma \in$ $\left(N_{h} \cup \Sigma\right)^{+}$, any $E \in N_{h}$ and any $a \in \Sigma$,
then let $E_{2}(C, b)=\left\{D \in N_{h} \mid C \rightarrow\right.$ $D b$ in $\left.P_{h}\right\}$, and add $C \rightarrow D_{0} b$ to $P_{A \rightarrow \beta}$ where $D_{0} \leq_{R} D_{1}$ for any $D_{1} \in E_{2}(C, b)$.
(5) For $C \in N_{h}$ and $a \in \Sigma$, if there exists a rule which is of the form $C \rightarrow a$ in $P_{h}$, then add $C \rightarrow a$ to $P_{A \rightarrow \beta}$.
(6) Now, $G(A \rightarrow \beta)=\left(N_{h}, \Sigma, P_{A \rightarrow \beta}, S_{h}\right)$ is an MSLG.
The set of base grammars $\mathbf{G}$ is defined as
$\mathbf{G}=\{G(A \rightarrow \beta) \mid$ for every rule $A \rightarrow \beta$ in $\left.P_{h}\right\}$.
Then, for every $A \in N_{h}$ and every pair of $G_{1} \in$ $\mathbf{G}$ and $G_{2} \in \mathbf{G}$, the learner checks whether

$$
L_{G_{1}}(A)=L_{G_{2}}(A)
$$

or not, and finds a symmetric difference

$$
w_{1,2} \in\left(L_{G_{1}}(A) \Delta L_{G_{2}}(A)\right)
$$

if it is not equivalent.

If all grammars in $\mathbf{G}$ generate the same language then the learner outputs any $G \in \mathbf{G}$ and terminates. Otherwise, for every $i, j$ such that $w_{i, j}$ exists, the learner adds all sub-words of $w_{i, j}$ into $W$.
Example 10 For example, we construct the set of base grammars for the CFG $G_{h}=$ $\left(N_{h}, \Sigma, P_{h}, S\right)$ where $N_{h}=\{S, A, B, C, D, E$, $F\}, \Sigma=\{a, b\}, P_{h}=\{$

$$
\begin{aligned}
& S \rightarrow a A, S \rightarrow a S b, S \rightarrow B b, \\
& A \rightarrow a C, A \rightarrow a A b, A \rightarrow S b, A \rightarrow b, \\
& B \rightarrow a S, B \rightarrow a B b, B \rightarrow D b, B \rightarrow a, \\
& C \rightarrow a E, D \rightarrow F b, E \rightarrow b, F \rightarrow a
\end{aligned}
$$

$\}$. Here, $L\left(G_{h}\right)=\left\{a^{i} b^{i} \mid i \geq 1\right\}$.
For $A \rightarrow a C, G(A \rightarrow a C)$ is constructed as follows. Here, we assume that $S \leq_{R} A \leq_{R}$ $B \leq_{R} C \leq_{R} D \leq_{R} E \leq_{R} F$.
(1) Initializing $P_{A \rightarrow a C}=\{A \rightarrow a C\}$.
(2) For $S \in N_{h}$ and $a, b \in \Sigma$, there exists $S \rightarrow a S b$ in $P_{h}$. Then, $S \rightarrow a S b$ is added to $P_{A \rightarrow a C}$. For $A \in N_{h}$ and $a \in \Sigma$, there already exists $A \rightarrow a C$ in $P_{A \rightarrow a C}$. We also add $B \rightarrow a B b$ to $P_{A \rightarrow a C}$. Now, $P_{A \rightarrow a C}=\{A \rightarrow a C, S \rightarrow a S b, B \rightarrow$ $a B b\}$.
(3) For $C \in N_{h}$ and $a \in \Sigma$, there exists $C \rightarrow$ $a E$ in $P_{h}$. Then, $C \rightarrow a E$ is added to $P_{A \rightarrow a C}$.
(4) For $C \in N_{h}$ and $b \in \Sigma$, there exists $D \rightarrow$ $F b$ in $P_{h}$. Then, $D \rightarrow F b$ is added to $P_{A \rightarrow a C}$.
(5) All of $A \rightarrow b, B \rightarrow a, E \rightarrow b$ and $F \rightarrow a$ are added to $P_{A \rightarrow a C}$.
(6) Now, $P_{A \rightarrow a C}=\{A \rightarrow a C, S \rightarrow$ $a S b, B \rightarrow a B b, C \rightarrow a E, D \rightarrow F b, A \rightarrow$ $b, B \rightarrow a, E \rightarrow b, F \rightarrow a\}$. This is the rule set for the MSLG $G(A \rightarrow a C)$.
In the same manner, we construct

$$
\begin{aligned}
P_{S \rightarrow a A}= & \{S \rightarrow a A, A \rightarrow a A b, B \rightarrow a B b, \\
& C \rightarrow a E, D \rightarrow F b, A \rightarrow b, \\
& B \rightarrow a, E \rightarrow b, F \rightarrow a\}, \\
P_{S \rightarrow a S b}= & \{S \rightarrow a S b, A \rightarrow a A b, B \rightarrow a B b, \\
& C \rightarrow a E, D \rightarrow F b, A \rightarrow b, \\
& B \rightarrow a, E \rightarrow b, F \rightarrow a\}, \\
P_{S \rightarrow B b}= & \{S \rightarrow B b, A \rightarrow a A b, B \rightarrow a B b, \\
& C \rightarrow a E, D \rightarrow F b, A \rightarrow b, \\
& B \rightarrow a, E \rightarrow b, F \rightarrow a\}, \\
P_{A \rightarrow S b}= & \{S \rightarrow a S b, A \rightarrow S b, B \rightarrow a B b, \\
& C \rightarrow a E, D \rightarrow F b A \rightarrow b, \\
& B \rightarrow a, E \rightarrow b, F \rightarrow a\}, \\
P_{B \rightarrow a S}= & \{S \rightarrow a S b, A \rightarrow S b, B \rightarrow a S, \\
& C \rightarrow a E, D \rightarrow F b, A \rightarrow b,
\end{aligned}
$$

Algorithm 1
INPUT : $Q$ : a set of RS;
OUTPUT: a hypothesis $G_{h}$;
begin

$$
\begin{aligned}
& R:=\left\{(x, y, z) \mid x, z \in \Sigma^{*}, y \in \Sigma^{+},\right. \\
& x \cdot y \cdot z \in Q\} ; \\
& W:=\left\{y \in \Sigma^{+} \mid x, z \in \Sigma^{*}, x \cdot y \cdot z \in Q\right\} ; \\
& \text { do } \\
& \text { find } T(r, w) \text { for } \forall r \in R \text { and } \forall w \in W \text {; } \\
& \text { construct } G_{h} \text { and make } P_{h} \text { reduced; } \\
& \text { find } \mathbf{G} ; \\
& W^{\prime}:=\emptyset ; \\
& \text { for every pair of } G_{1}, G_{2} \in \mathbf{G} \text { and } \\
& \text { every } A \in N_{h} \text { do } \\
& \text { find } w \in L_{G_{1}}(A) \Delta L_{G_{2}}(A) ; \\
& W^{\prime}:=W^{\prime} \cup\{w\} ; \\
& \text { done } \\
& \text { for all } w \in W^{\prime} \text { do } \\
& \quad W:=W \cup\left\{y \in \Sigma^{+} \mid x, z \in \Sigma^{*}\right. \text {, } \\
& \quad x \cdot y \cdot z=w\} ; \\
& \text { done } \\
& \text { while }\left(W^{\prime} \neq \emptyset\right) ; \\
& \text { output any } G \in \mathbf{G} ; \\
& \text { end. }
\end{aligned}
$$

Fig. 1 The exact learning algorithm.

$$
\begin{aligned}
P_{B \rightarrow D b}= & B \rightarrow a, E \rightarrow b, F \rightarrow a\}, \\
& C \rightarrow a S b, A \rightarrow S b, B \rightarrow D b, \\
& B \rightarrow a, E \rightarrow b, F \rightarrow a\} .
\end{aligned}
$$

We note that $P_{S \rightarrow a S b}=P_{A \rightarrow a A b}=P_{A \rightarrow b}=$ $P_{B \rightarrow a B b}=P_{B \rightarrow b}=P_{C \rightarrow a E}=P_{D \rightarrow F b}=P_{E \rightarrow b}$ $=P_{F \rightarrow a}$.
Thus, $|\mathbf{G}|=7$ and every MSLG in $\mathbf{G}$ has one of the above rule set.

The entire description of the learning algorithm is shown in Fig. 1.

### 4.2 Termination and Time Complexity

We assume that $G_{t}=\left(N_{t}, \Sigma, P_{t}, S\right)$ is an MSLG such that $L\left(G_{t}\right)=L_{t}$.

Definition 11 We define that $\left(w_{1}, w_{2}, w_{3}\right)$ $\in R$ corresponds to $A \in N_{t}$ if there exists a derivation such that $S_{t} \underset{G_{t}}{\stackrel{*}{\Rightarrow}} w_{1} A w_{3} \underset{G_{t}}{\stackrel{*}{*}} w_{1} w_{2} w_{3}$. In addition, for $B_{W}\left(r_{0}\right) \rightarrow u_{1} B_{\underline{W}}\left(r_{1}\right) u_{2}$ in $P_{h}$ where $u_{1}, u_{2} \in \Sigma^{*}=$ and $\left.r_{i} \in R \overline{\overline{( }} i=0,1\right)$, we define that $B_{\underline{W}}\left(r_{0}\right) \rightarrow u_{1} B_{\underline{W}}\left(r_{1}\right) u_{2}$ corresponds to $C_{0} \rightarrow u_{1} \bar{C}=u_{2}$ in $P_{t}$ if $\overline{r_{i}}$ corresponds to $C_{i}$ for every $i=0,1$, respectively.

The following lemma holds for the learning algorithm.

Lemma 12 If $L_{G_{1}}(A)=L_{G_{2}}(A)$ holds for every $A \in N_{h}$ and every pair of $G_{1} \in \mathbf{G}$ and $G_{2} \in \mathbf{G}$ then any $G \in \mathbf{G}$ satisfies that $L(G)=$
$L_{t}$.
Proof: It is sufficient to show that $w \in$ $L_{G}\left(B_{W}\left(r_{A}\right)\right) \Longleftrightarrow w \in L_{G_{t}}(A)$ for every $A \in \overline{\bar{N}}_{t}, G \in \mathbf{G}$ and $w \in \Sigma^{*}$ where $r_{A} \in R$ corresponds to $A$. We prove the above by induction on the length of $w$.

Base step: Suppose that $|w|=1$. If $A \rightarrow w$ is in $P_{t}$ then there exists $B_{\underline{\underline{W}}}\left(r_{A}\right) \rightarrow w$ is in $P_{h}$ which corresponds to $A \rightarrow \stackrel{\bar{w}}{ }$ and $T\left(r_{A}, w\right)=1$ holds from Lemma 9. Conversely, if $A \rightarrow w$ is not in $P_{t}$ then it holds that $T\left(r_{A}, w\right)=0$ from Lemma 9. Thus $w \in L_{G}\left(B_{\underline{\underline{W}}}\left(r_{A}\right)\right) \Longleftrightarrow w \in$ $L_{G_{t}}(A)$.

Induction step: Suppose that this lemma holds for any $w \in \Sigma^{*}$ such that $|w| \leq n$. For every rule $A \rightarrow u_{1} B u_{2}$ in $P_{t}$ where $u_{1}, u_{2} \in$ $\Sigma^{*}$, there exists $B_{\underline{W}}\left(r_{A}\right) \rightarrow u_{1} B_{\underline{W}}\left(r_{B}\right) u_{2}$ in $P_{h}$ which correspond$\overline{\bar{d}}$ to $A \rightarrow u_{1} \overline{\bar{B}} u_{2}$. Thus, if $w \in L_{G_{t}}(A)$ then $w \in L_{G}\left(B_{\underline{W}}\left(r_{A}\right)\right)$ holds from the assumption. Conversely, $=$ assume that $w \notin L_{G_{t}}(A)$. Then, it is sufficient to consider the following cases.
(1) If it holds that $A \underset{G_{t}}{{ }_{t}} u_{1} B u_{2}$ for some $u_{1}, u_{2} \in \Sigma^{*}$ such that $u_{1} w^{\prime} u_{2}=w$ and $w^{\prime} \notin L_{G_{t}}(B)$, then $w^{\prime} \notin L_{G}\left(B_{\underline{\underline{W}}}\left(r_{B}\right)\right)$ holds and there exists a derivation $B_{\underline{\underline{W}}}\left(r_{A}\right) \underset{G}{\Rightarrow} u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$. It implies that $w \notin L_{G}\left(B_{\underline{W}}\left(r_{A}\right)\right)$ because every $G$ is not ambiguous.
(2) If there is no derivation such that $A \underset{G_{t}}{\Rightarrow} u_{1} B u_{2}$ for some $u_{1}, u_{2} \in \Sigma^{*}$ where $u_{1} w^{\prime} u_{2}=w$ and $w^{\prime} \in L_{G_{t}}(B)$, then $w^{\prime} \in L_{G}\left(B_{W}\left(r_{B}\right)\right)$ holds. It implies that $T\left(r_{B}, w^{\bar{\prime}}\right)=1$ and $T\left(r_{A}, w\right)=0$ from Lemma 9. Thus, from Condition 7 , there is no derivation such that $B_{\underline{\underline{W}}}\left(r_{A}\right) \underset{G}{\Rightarrow} u_{1} B_{\underline{\underline{W}}}\left(r_{B}\right) u_{2}$.
In both cases, it holds that $w \notin L_{G}\left(B_{\underline{\underline{W}}}\left(r_{A}\right)\right)$.
The following lemma guarantees the termination of the exact learning algorithm.

Lemma 13 For $G_{1}, G_{2} \in \mathbf{G}, w \in \Sigma^{+}$and $A \in N_{h}$, suppose that $w \in L_{G_{1}}(A) \Delta L_{G_{2}}(A)$ and let $W_{w}=W \cup\left\{w^{\prime} \in \Sigma^{+} \mid u, v \in\right.$ $\left.\Sigma^{*}, u w^{\prime} v=w\right\}$. Now, assume that $\stackrel{W_{w}}{=}$ is the equivalence relation over $R$ by $W_{w}$ and $G_{h}^{\prime}=\left(N_{h}^{\prime}, \Sigma, P_{h}^{\prime}, S_{h}^{\prime}\right)$ is the CFG constructed from $\stackrel{W_{w}}{=}$ by the algorithm in Fig. 1. Then, at least one of the following holds.
(1) There exist $u, v \in \Sigma^{*}$ and $r_{0}, r_{1} \in R$ such that

$$
B_{\underline{\underline{W}}}\left(r_{0}\right) \rightarrow u B_{\underline{\underline{W}}}\left(r_{1}\right) v
$$

is in $P_{h}$ but

$$
B_{\underline{W_{w}}}\left(r_{0}\right) \rightarrow u B_{\underline{W_{w}}}\left(r_{1}\right) v
$$

is not in $P_{h}^{\prime}$.
(2) It holds that the partition $R / \stackrel{W_{w}}{=}$ is finer than the partition $R / \stackrel{W}{=}$.
Proof: Assume that this lemma does not hold. Then, $\left(R / \stackrel{W_{w}}{=}\right)=(R / \stackrel{W}{=})$ and any rule in $P_{h}$ is not deleted by Conditions 7 or 8 . It implies that $G_{1}$ and $G_{2}$ are in the new set of base grammars and $B_{\underline{\underline{W}}}\left(r_{A}\right)=B_{\underline{\underline{W_{w}}}}\left(r_{A}\right)$ for any $r_{A} \in R$

Without loss of generality, we assume that $w \in L_{G_{1}}\left(B_{\underline{\underline{W}}}\left(r_{A}\right)\right)$ but $w \notin L_{G_{2}}\left(B_{\underline{\underline{W}}}\left(r_{A}\right)\right)$. Now, from Lemma $9, w \in L_{G_{1}}\left(B_{\underline{\underline{W}}}\left(r_{A}^{\overline{\overline{ }}}\right)\right)$ implies that $T\left(r_{A}, w\right)=1$ in the updated $T$. On the other hand, $w \notin L_{G_{2}}\left(B_{\underline{\underline{W}}}\left(r_{A}\right)\right)$ also implies that $T\left(r_{A}, w\right)=0$ in the updated $T$. This is a contradiction.

From the definition of $P_{h}, P_{h}$ contains $3|R|^{2}$ rules whose right-hand side has a nonterminal. Thus, the loop of the algorithm in Fig. 1 can be repeated at most $3|R|^{2}$ times from Lemma 13.

Now, the following theorem holds.
Theorem 14 The class of MSLLs is exact learnable via membership queries and a set of RS. Here, the time complexity of the learning is bounded by a polynomial of

- the time complexity to check an equivalence and find a symmetric difference of MSLGs,
- the size of rules $\left|P_{t}\right|$,
- $\max \{|w| \mid w \in Q\}$ and $|Q|$.


## 5. Constructing a PAC Hypothesis

Modifying the algorithm in Fig. 1, we can obtain polynomial time learning algorithms which outputs a PAC hypothesis. In this section, we describe the modifications.

### 5.1 Replacing Equivalence Checking by Random Examples

It is unknown whether checking equivalence and finding a symmetric difference of MSLGs can be solvable in polynomial time or not. Thus, it is unknown whether the time complexity of the algorithm in Fig. 1 is bounded by a polynomial of $\left|P_{t}\right|,|Q|$ and $\max \{|w| \mid w \in$ $Q\}$. However, it has been proved that an exact learning algorithm which uses equivalence queries can be transformed to a PAC learning algorithm by replacing an equivalence query

Algorithm 1'
INPUT : $Q$ : a set of RS,
$\varepsilon, \delta$ :error and confidential parameters;
OUTPUT: a hypothesis $G_{h}$ or failure;
begin

$$
\begin{aligned}
R:= & \left\{(x, y, z) \mid x, z \in \Sigma^{*}, y \in \Sigma^{+}\right. \\
& x \cdot y \cdot z \in Q\}
\end{aligned}
$$

$W:=\left\{y \in \Sigma^{+} \mid x, z \in \Sigma^{*}, x \cdot y \cdot z \in Q\right\} ;$
$i:=1$;
repeat
find $T(r, w)$ for $\forall r \in R$ and $\forall w \in W$;
construct $G_{h}$ and make $P_{h}$ reduced;
find $\mathbf{G}$;
$W^{\prime}:=\emptyset ;$
take $n_{i}$ examples;
if ( $\exists G \in \mathbf{G}$ is consistent with $n_{i}$ examples)
output $G \in \mathbf{G}$ and terminate;
else
let $W^{\prime}$ be the set of words in $n_{i}$ examples; fi
for all $w \in W^{\prime}$ do
$W:=W \cup\left\{y \in \Sigma^{+} \mid x, z \in \Sigma^{*}\right.$,
$x \cdot y \cdot z=w\} ;$
done
$i:=i+1 ;$
until ( $i>3|R|^{2}$ );
output failure (the learning fails);
end.
Fig. 2 The learning algorithm 1'.
with consistency checking of polynomial number of examples ${ }^{2)}$. That is, when $i$-th equivalence query is asked with a hypothesis $G_{h}$ in the exact learning algorithm, then the learner takes $n_{i}$ examples such that

$$
n_{i} \geq \frac{1}{\varepsilon}\left(\log \left(\frac{1}{\delta}\right)+(\log 2)(i+1)\right)
$$

and checks consistency for $n_{i}$ examples. If there exists a word such that $w \in L_{t} \Delta L\left(G_{h}\right)$ in $n_{i}$ examples then the $w$ is given to the exact learning algorithm as a counterexample. If there exists no such a word in $n_{i}$ examples then the hypothesis is PAC.

From our exact learning algorithm, we can obtain a polynomial time learning algorithm which outputs a PAC hypothesis by replacing equivalence checking with consistency checking for $n_{i}$ examples. In Fig. 2, we show the learning algorithm for MSLLs via a set of RS, membership queries and random examples.

Theorem 15 The class of MSLLs is polynomial time learnable with a PAC hypothesis via polynomial number of randomly drawn examples, membership queries and a set of RS. Here, the time complexity of the learning is bounded by a polynomial of

- PAC parameters $\varepsilon$ and $\delta$,
- $\max \{|w| \mid w \in Q\}$ and $|Q|$, and
- the size of rules $\left|P_{t}\right|$.

Proof: It is sufficient that the algorithm in Fig. 2 is a polynomial time learning algorithm with a PAC hypothesis via randomly drawn examples, membership queries and a set of RS.

If there exists $G \in \mathbf{G}$ which is consistent with $n_{i}$ examples in the algorithm of Fig. 2, then it holds that $\operatorname{Pr}\left[P\left(L(G) \Delta L_{t}\right) \leq \varepsilon\right] \geq 1-\delta$ for any given $\varepsilon$ and $\delta^{2)}$.

If any $G \in \mathbf{G}$ is not consistent with $n_{i}$ examples then, for every $G \in \mathbf{G}$, there exists $w_{G} \in$ $\Sigma^{*}$ which is a word in $n_{i}$ examples such that $w_{G} \in L(G) \Delta L_{t}$. Let $W_{n_{i}}=\left\{w_{G} \mid G \in \mathbf{G}\right\}$.

Now, we consider that the algorithm in Fig. 2 continues with the set $W^{\prime}$ of words in $n_{i}$ examples. Here, $W^{\prime} \supseteq W_{n_{i}}$ holds. Assume that the new $G_{h}^{\prime \prime}=\left(N_{h}^{\prime \prime}, \Sigma, P_{h}^{\prime \prime}, S_{h}\right)$ is constructed from $R, W^{\prime \prime}$ and $T$ where $W^{\prime \prime}=W \cup W^{\prime}$. Then, for $w \in W_{n_{i}}$ such that $w \in L_{t}$, there exists $w_{2} \in \Sigma^{+}$such that

- $w=w_{1} w_{2} w_{3}$ for some $w_{1}, w_{3} \in \Sigma^{*}$,
- $T\left(r, w_{2}\right)=1$ but $w \notin L_{G}\left(B_{\underline{\underline{W}}}(r)\right)$ for some $G \in \mathbf{G}$.
On the other hand, for $w \in W_{n_{i}}$ such that $w \notin$ $L_{t}$, there also exists $w_{2} \in \Sigma^{+}$such that
- $w=w_{1} w_{2} w_{3}$ for some $w_{1}, w_{3} \in \Sigma^{*}$,
- $T\left(r, w_{2}\right)=0$ but $w \in L_{G}\left(B_{\underline{\underline{W}}}(r)\right)$ for some $G \in \mathbf{G}$.
Thus, if the algorithm in Fig. 2 repeats the loop with $W^{\prime \prime}$, then at least one of the following holds.
(1) There exist $u, v \in \Sigma^{*}$ and $r_{0}, r_{1} \in R$ such that

$$
B_{\underline{\underline{W}}}\left(r_{0}\right) \rightarrow u B_{\underline{\underline{W}}}\left(r_{1}\right) v
$$

is in $P_{h}$ but

$$
B_{\underline{W^{\prime \prime}}}\left(r_{0}\right) \rightarrow u B_{\underline{W^{\prime \prime}}}\left(r_{1}\right) v
$$

is not in $P_{h}^{\prime \prime}$.
(2) It holds that the partition $R / \stackrel{W^{\prime \prime}}{=}$ is finer than the partition $R / \stackrel{W}{=}$.
Thus, if $Q$ is a complete set of RS then this algorithm outputs a PAC hypothesis in a finite time while repeating the "repeat - until" loop. That is, this algorithm never fails. It implies that this theorem holds.

We note that if a complete set of RS is given to the algorithm in Fig. 2 then the algorithm outputs a PAC hypothesis before it reaches the last line. But, it may fails when an incomplete set of RS is given to the algorithm.

### 5.2 Selecting a Set of Representative Samples from Random Examples

We consider that how many random examples are needed to construct a set of RS. For every rule $A \rightarrow \beta$ where $\beta \in\left(N_{t} \cup \Sigma\right)^{+}$in $P_{t}$, let

$$
\begin{aligned}
Z(A \rightarrow \beta)= & \left\{w \in \Sigma^{*} \mid S_{t} \stackrel{*}{\overrightarrow{G_{t}}} \alpha_{1} A \alpha_{2} \underset{\vec{G}_{t}}{\vec{~}}\right. \\
& \alpha_{1} \beta \alpha_{2} \stackrel{*}{\overrightarrow{G_{t}}} w, \text { for some } \\
& \left.\alpha_{1}, \alpha_{2} \in\left(N_{t} \cup \Sigma\right)^{*}\right\} .
\end{aligned}
$$

Then, a probability $\operatorname{Pr}(A \rightarrow \beta)$ is defined as follows;

$$
\operatorname{Pr}(A \rightarrow \beta)=\sum_{u \in Z(A \rightarrow \beta)} \operatorname{Pr}(u)
$$

It is to say that $\operatorname{Pr}(A \rightarrow \beta)$ is an occurrence probability of $A \rightarrow \beta$ when a sample word is drawn randomly. Now, let $d=\min \{\operatorname{Pr}(A \rightarrow$ $\beta) \mid A \rightarrow \beta$ in $\left.P_{t}\right\}$, then the probability that the rule $A \rightarrow \beta$ does not appear in derivations of $m$ examples is bounded by $(1-d)^{m}$. There are $\left|P_{t}\right|$ rules, thus a set of $m$ examples which satisfies

$$
\left|P_{t}\right|(1-d)^{m}<\delta
$$

is a set of RS with a probability at least $1-\delta$. Let

$$
m>\frac{1}{d} \log \left(\frac{\left|P_{t}\right|}{\delta}\right)
$$

then it holds that

$$
\begin{aligned}
\left|P_{t}\right|(1-d)^{m} & \leq\left|P_{t}\right| e^{-d m} \\
& <\delta .
\end{aligned}
$$

Now, we suppose that the learner constructs a candidate for a set of RS from

$$
\hat{m}>\frac{1}{d} \log \left(\frac{\left|P_{t}\right|}{1-\sqrt{1-\delta}}\right)
$$

examples. Then, the probability that the set of $\hat{m}$ examples contains a correct set of RS is at least $\sqrt{1-\delta}$. In addition, if the equivalence checking and finding a symmetric difference in Algorithm 1' are done using

$$
n_{i} \geq \frac{1}{\varepsilon}\left(\log \left(\frac{1}{1-\sqrt{1-\delta}}\right)+(\log 2)(i+1)\right)
$$

examples, then we can claim that Algorithm1' outputs a hypothesis $G_{h}$ such that

$$
\operatorname{Pr}\left[P\left(L\left(G_{h}\right) \Delta L_{t}\right) \leq \varepsilon\right] \geq \sqrt{1-\delta}
$$

It implies that if the learner constructs a candidate for a set of RS from $\hat{m}$ examples and, with this set, makes a hypothesis by Algorithm1', then the hypothesis $G_{h}$ satisfies that

```
Algorithm 2
INPUT : \(\varepsilon, \delta,\left|P_{t}\right|\) and \(d\);
OUTPUT: a hypothesis \(G_{h}\);
begin
take \(\hat{m}\) examples where \(\hat{m}>\frac{1}{d} \log \left(\frac{\left|P_{t}\right|}{1-\sqrt{1-\delta}}\right)\);
(let \(M\) be the set of example words)
\(Q:=Q \cup\left\{w \in M \mid w \in L_{t}\right\} ;\)
execute Algorithm 1' with \(Q\) as a set of RS,
        \(\varepsilon\) and \(1-\sqrt{1-\delta}\);
if (Algorithm 1' does not fail)
        let \(G_{h}\) be the hypothesis of Algorithm 1';
        output \(G_{h}\);
        else
            output \(G_{h}=(\emptyset, \Sigma, \emptyset S)\);
        fi
end.
```

Fig. 3 The learning algorithm 2.

```
Algorithm 3
INPUT : \(\varepsilon\) and \(\delta\);
OUTPUT: a hypothesis \(G_{h}\);
begin
        \(j:=1, Q:=\emptyset ;\)
        repeat
        take \(j\) examples;
        (let \(M\) be the set of example words)
        \(Q:=Q \cup\left\{w \in M \mid w \in L_{t}\right\} ;\)
        execute Algorithm 1' with \(Q\) as a set of RS,
        \(\varepsilon\) and \(1-\sqrt{1-\delta}\);
        if (Algorithm 1' does not fail)
            output \(G_{h}\);
            (the hypothesis of Algorithm 1')
        fi
        \(j:=j+1 ;\)
        until (forever)
    end.
```

Fig. 4 The algorithm 3.

$$
\operatorname{Pr}\left[P\left(L\left(G_{h}\right) \Delta L_{t}\right) \leq \varepsilon\right] \geq 1-\delta
$$

Thus, the algorithm in Fig. 3 is a learning algorithm with a PAC hypothesis via examples and membership queries. With this algorithm, we can obtain the following theorem.

Theorem 16 The class of MSLLs is polynomial time learnable via random examples and membership queries with a PAC hypothesis, if the learner knows $\varepsilon, \delta,\left|P_{t}\right|$ and $d$. The time complexity of the learning is bounded by a polynomial of $\varepsilon, \delta,\left|P_{t}\right|, d$ and the maximum length of examples.

We can claim the following corollary from the algorithm in Fig. 4.

Corollary $\mathbf{1 7}$ For the class of MSLL, there exists an algorithm such that

- it constructs a hypothesis $G_{h}$ such that

$$
P\left(L\left(G_{h}\right) \Delta L_{t}\right) \leq \varepsilon
$$

via membership queries and random exam-
ples with a probability at least $1-\delta$,

- the algorithm runs forever with a probability at most $\delta$,
- when the algorithm terminates, the time complexity of the algorithm is bounded by a polynomial consists of $\varepsilon, \delta,\left|P_{t}\right|, d$ and the maximum length of examples.
Proof: It is sufficient that the algorithm in Fig. 4 terminates in this conditions. Obviously, if the algorithm terminates then the guessed hypothesis satisfies $\operatorname{Pr}\left[P\left(L\left(G_{h}\right) \Delta L_{t}\right) \leq \varepsilon\right] \geq$ $1-\delta$. When the loop of the algorithm is repeated and

$$
i>\frac{1}{d} \log \left(\frac{\left|P_{t}\right|}{1-\sqrt{1-\delta}}\right)
$$

holds, $Q$ is a set of RS with the probability at least $1-\delta$. Thus, this theorem holds.

We note that the algorithm in Fig. 4 runs forever with the probability $\delta$. Thus, this is not a learning algorithm.

## 6. Conclusions

We have shown an exact learning algorithm of the class of MSLLs via membership queries and a set of RS. Modifying the algorithm, we can obtain a polynomial time learning algorithm which outputs a PAC hypothesis via either of the following settings.

- The learner can use membership queries, random examples, a set of $\mathrm{RS}, \varepsilon$ and $\delta$.
- The learner can use membership queries, random examples, $\varepsilon, \delta,\left|P_{t}\right|$ and $d$.
In the second setting, the learner constructs a set of RS from polynomial number of random examples where the polynomial consists of the given parameters.

PAC learnability is important not only theoretical aspects but also to make a practical algorithm, though it is hard to show standard PAC learnability of practical or useful grammars. Our results mean that additional information helps the learner not only in an exact learning but also in a PAC learning of grammars.
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