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Spherical SOM and Arrangement of Neurons Using Helix on Sphere

Hirokazu Nishio,† Md. Altaf-Ul-Amin,† Ken Kurokawa†

and Shigehiko Kanaya†

Self-organizing maps (SOM) are a kind of neural network, and are applied to many fields.
In many applications, there are borders surrounding the neuron arrangement. It causes a
problem which is called ‘Border effect’ because the number of neighborhood neurons of a
neuron near a border is different from that of a neuron near the center. This problem can be
solved by arranging neurons uniformly on the surface of a sphere. But by the conventional
method we cannot arrange neurons of arbitrary number. Therefore, it is inconvenient to use.
Here we developed a method to arrange the neurons of arbitrary number by dividing a helix
which covers the surface of a sphere into equal parts. It also can arrange neurons on a sphere
more uniformly than the conventional method.

1. Introduction

Self-organizing maps (SOM) are a kind of
neural network, and are applied to many fields
for understanding the distribution in high di-
mensional space. In many applications, its neu-
rons are arranged on plain surface and there are
borders surrounding the neuron arrangement.
It causes a problem which is called ‘Border ef-
fect’ because the number of neighborhood neu-
rons of a neuron near a border is different from
that of a neuron near the center 1). Though
this problem can be solved by arranging neu-
rons uniformly on the surface of a sphere 2), a
disadvantage of the conventional method is that
it cannot arrange neurons of arbitrary number.
In this paper we propose a method that can
arrange neurons of arbitrary number. In this
method we arrange the neurons by dividing a
helix that covers the surface of sphere into equal
parts.

2. Conventional Method

In case of spherical SOM proposed by Rit-
ter, the neurons are arranged by subdividing an
icosahedron recursively as shown in Fig. 1 2).
This method is commonly used for the applica-
tion of spherical SOM 3),4). We call the arrange-
ment by this method as ICOSAN , where N is
the number of recursive subdivision. ICOSAN

can arrange 2+10 ·4N neurons. Table 1 shows
the number of neurons in ICOSAN for some
typical values of N . Since it increases expo-
nentially, sometimes we can’t obtain a suitable
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arrangement for useful number of neurons.

3. Proposed Method

First, we consider a helix which goes around
a sphere of unity radius (See Fig. 2 (a)). The
helix is determined by the equation below.

θ = 2kφ(0 ≤ φ ≤ π)

In the above equation, k is the number of
turns in the helix and spherical coordinates θ
and φ can be transformed to orthogonal co-
ordinates using the following equations (See
Fig. 2 (b)).

x = cos θ sin φ,

y = sin θ sin φ,

z = cos φ

There is no restriction for the value of k. In
this paper we set k as

√
n where n is the number

of neurons. The reason of this will be discussed
later. Second, we calculate the helix length
L. Since it is difficult to calculate it analyti-
cally, we calculate it by numerical integration.
Finally, we arrange neurons at equal intervals
L/(n − 1) on this helix. It is easy to realize
that any number of neurons can be suitably ar-
ranged on the map by following the proposed
method. Let us now consider why we set k as√

n. Figure 3 shows the relation between the
length and the number of turns of the proposed
helix. The helix length L is mostly proportional
to k in practical range of k. And it can be
shown that the helix pitch (see Fig. 4 (a)) is
mostly inversely proportional to k. So when we
set k as

√
n, the ratio of neuron interval (NI)

and helix pitch (HP ) is preserved for any value
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Fig. 1 Recursive subdivision of a triangle of an
icosahedron.

Table 1 Relation between N and the number of
neurons in ICOSAN .

N number of neurons
0 12
1 42
2 162
3 642
4 2,562
5 10,242

(a) A helix on a sphere

(b) Relation between axis x, y, z, θ, φ

Fig. 2 A helix on a sphere and its coordinates.

of n. NI = L
n−1 ∝ K

n−1 =
√

n
n−1 ≈ 1√

n
and,

HP ∝ 1
k = 1√

n
therefore, NI

HP ∝ 1√
n
×

√
n

1 = 1
i.e., NI

HP is constant. Figures 4 (b) and 4 (c)
shows the arrangements of neurons for k =

√
n

and Fig. 4 (d) shows the same for k �= √
n. The

advantage of setting k as
√

n is that the shape
of the dots representing the neurons on the final
map remains unchanged for different values of
n. This makes the visualization quality of the
map better.

4. Uniformity of Neuron Arrangement

In this section we will compare the conven-

Fig. 3 Relation between nunber of loops k and the
helix length L.

tional method with the proposed method in the
context of uniformity of the arrangements of
the neurons. We use HELIX N to mean the ar-
rangement by proposed method which has the
same number of neurons as ICOSAN has. Uni-
formity means the equality of the number of
neighborhood neurons in the context of all the
neurons in the map. The map is completely
uniform in the case when the number of neigh-
borhood neurons is the same for each of the
neurons of the map. Let f(η, r) is the numbers
of neurons which are within radius r from neu-
ron η (See Fig. 5). And let V (r) is the variance
of f(η, r) for all neurons, i.e.,

V (r) =
∑

η

(f(η, r) − f(η, r))2

n

The variance V (r) can only be a real positive
number or zero. When the number of neigh-
borhood neurons f(η, r) is the same for all neu-
ron η, V (r) is zero. The relations between the
radius r and the variance V (r) are shown in
Fig. 6 (a). It shows V (r) in the case of helix is
mostly lower than that in the case of icosahe-
dron.

We propose Untidiness as a measure of uni-
formity and define Untidiness as follows:

Untidiness :=
∫ θ=π/2

θ=0

V (2 sin (θ/2)) dθ

Here 2 sin(θ/2) is the length of chord for cen-
ter angle θ. Untidiness can only be a real pos-
itive number or zero. The more uniform is
the neuron arrangement the less is the value
of untidiness. When the arrangement is com-
pletely uniform Untidiness is zero. The follow-
ing Table 2 is the Untidiness of ICOSAN and
HELIX N for N in range 0 ≤ N ≤ 5.
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(a) Helix pitch and neuron interval (b) Arrangement when n = 100 and k = 10

(c) Arrangement when n = 400 and k = 20 (d) Arrangement when n = 400 but k = 10

Fig. 4 Relation between arrangement and parameters.

Fig. 5 28 neurons are within radius 0.5 from the
indicated neuron η, i.e., f(η, 0.5) = 28.

ICOSA0 is completely uniform because it is
icosahedron itself. And ICOSA1 has smaller
Untidiness than HELIX 1. Since Untidiness of
ICOSAN increases quickly, it is larger than that
of HELIX N when N is two or more. Figure 7
shows the relation between the number of neu-
rons and Untidiness . By conventional method
we can’t arrange arbitrary number of neurons.

Table 2 Untidiness of ICOSAN and HELIXN for
0 ≤ N ≤ 5.

N Untidiness of ICOSAN Untidiness of HELIXN

0 0.0000 0.3611
1 0.4253 0.4539
2 2.8707 1.3165
3 3.9360 2.3874
4 10.4419 4.4689
5 82.1324 9.5022

So the Untidiness for the permissible number
of neurons are shown by crosses on the dotted
line. On the other hand, we can arrange any
number of neurons by proposed method and the
solid line shows the relation between the num-
ber of neurons and untidiness. The Untidiness
in case of the proposed method is much lower
compared to the conventional method, indicat-
ing that the proposed method has an advantage
in uniformity of arrangement. It is considered
that the regularity of arrangement may be im-
portant in view of visibility, and conventional
method might be more regular. The variance
of ICOSAN is less than that of HELIX N on
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Fig. 6 Relation between the radius and the variance.
(a) ICOSA3 and HELIX 3, (b) ICOSA4 and
HELIX 4, (c) ICOSA5 and HELIX 5.

Fig. 7 Relation between Untidiness and the number
of neurons.

some particular radii. It means that both regu-
larity and uniformity are satisfied when we use
those radii only. The SOM which use conven-
tional method can avoid border effect by using
those radius for learning process.

5. Conclusion

In this paper we propose a new approach for
the arrangement of neurons concerning spheri-

cal SOM. According to the proposed approach
the neuron are placed at equal distance on a
helix that goes around a sphere. This enables
us to suitably arrange an arbitrary number of
neurons which is not possible in conventional
icosahedron method. Another advantage of the
proposed approach is the uniformity of the ar-
rangement. The arrangement by the proposed
approach is more uniform than the icosahedron
approach when the number of neuron are 43
or more. Thus the proposed approach relaxes
the usability and improves the usefulness of the
spherical SOM.
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