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A Parallel Programming Language based on
Multi-Agent Paradigm and Declarative Communication Streams

KAzuHIKO OHNO,t TAKANORI OKANO,T SHIGEHIRO YAMAMOTO
and HIROSHI NAKASHIMA'T

Automatic Parallelization is much difficult in non-numerical field, because irregular and dy-
namic data structures are frequently used. Therefore many researches adopts the approaches
such as using MPI / Pthreads on sequential language or designing a new language whose
semantics has explicit parallelism. However, the former approach has difficulty in writing
programs in which unspecific number of messages occur asynchronously. And the latter is
often inefficient because of the execution overhead. Thus, we propose a parallel programming
language Orgel, which is based on multi-agent model and declarative communication channel.
An Orgel program is a set of agents connected with abstract channels called stream. The
stream connections and messages are declaratively specified, which prevents bugs due to the
parallelization, and also enables effective optimization. The result of evaluation shows the
overhead of communication / concurrent switching in Orgel is only 4.3 / 1.2 times larger than
that of Pthreads. In the parallel execution, we obtained 6.5-10 times speedup with 11-13
Processors.
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