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1 Introduction

The advanced computer and network technologies
have lead to the development of distributed systems.
Here, an application is realized by multiple processes
computing and communicating by exchanging mes-
sages through communication channels. Some mission-
critical applications are required to be executed fault-
tolerantly. One important method for fault-tolerance
is checkpoint-recovery. For restarting execution cor-
rectly after recovery, a set of checkpoints taken by all
the processes should form a consistent global check-
point [1]. Distributed multimedia applications such
as distance learning, tele-conference, tele-medicine and
video on demand have recently been developed on com-
munication networks. A multimedia message is so
large that it is required to take checkpoints even dur-
ing transmission and reception of the message. In ad-
dition, an application can accept a message even if a
part of the message is lost. Based on the properties, the
authors have proposed a measurement for consistency
of a global checkpoint [2]. According to it, this paper
discusses checkpoint protocols for multimedia network
systems. These protocols are non-blocking for sup-
porting realtime applications. Here, consistency and
timeliness are QoS parameters.

2 Global Consistency

Let § = (V,L) be a distributed system where
V = {p1,...,pn} is a set of processes p; and L C V2
is a set of communication channels (p;, p;) from p; to
p;. During failure-free execution, p; takes a checkpoint
ci- Aset {c1,...,cn} is a global checkpoint Cy. Global
consistency GC is determined by channel consistency
CC for all the channels in £. CC for (p;, p;) is deter-
mined by message consistency M C for all the messages
transmitted through (p;,p;). Finally, MC for a mes-
sage m is determined by timing relation between m
and Cyp, p,y = {ci,¢j}. The measurement of consis-
tency in {2] is upper compatible with the conventional
one in [1].

[Message consistency] A multimedia message m is
decomposed into a sequence (pay, ... ,pa;) of packets
for transmission. Suppose p; takes ¢; between trans-
missions of pks and pks; and p; takes c; between
receptions of pk; and pkyt1. If s > t, {pkis1,... ,Dks}
is a set of lost packets which are not retransmitted
after recovery. Thus, lost packets decrease MC. On
the other hand, if s < ¢, {pkst1,...,pk¢} is a set of
orphan packets. These packets are surely retransmit-
ted after recovery. Thus, orphan packets do not affect
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MC. Therefore, lost counsistency is induced as a ra-

tio of value of lost packets to value of m. Since m is

transmitted after compression, value of packets is not

unique as in MPEG. s
_,.1 value(pa

MC(m, s t) —1_ Zk~t+1 (p k) (1)
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[Channel consistency] Here, M;; is a set of mes-
sages transmitted through (p;,p;).

CC(lpips)) = [[ MC(m)
meM;;

(2)

[Global consistency]

ceey)=( Il ccpi,p)"1*
(pi,pj YEL

3 Basic Checkpoint Protocol

A basic checkpoint protocol Pg is designed where
GC is adapted as a QoS parameter. Though Pg
is based on a 3-phase coordinated checkpoint pro-
tocol, it is non-blocking. Each process is not re-
quired to suspend execution as in a conventional pro-
tocols for data communication systems. Here, a se-
quence number seg(m) of m and rvalue(pax, m) =
value(pay )/ value(m) are piggied back to pay.
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Figure 1: Basic protocol Pz.

[Basic protocol P (Figure 1)]

1) Let RC be required consistency. A coordinator p.
sends a request message Req to every p; € V.

2) On receiving Reg, p; takes a tentative checkpoint
tc; and sends back an acknowledgement message
Ack; to pc. For every (pi,p;) ((pj,pi)), seq(mij)
(seq(my;)) and tvalue(ms;) = 3 rvalue(pax,mi;)
(tvalue(my;) = > rvalue(pay, mj;)) for pay of the
last message m;; (mj;) sent (received) before tc;
are piggied back to f{cki.



3) On receiving all Ack;, p. calculates GC. If GC >
RC, p. sends Done to p;. Otherwise, p. sends
Cancel to p;.

4) On receipt of Done, p; changes tc; to ¢;. On re-
ceipt of Cancel, p; discards tc;. O

4 Extended Protocol

Though Pg is non-blocking for supporting realtime
multimedia applications, it is not certain to take C'y
with required global consistency. According to the def-
inition of GC, the less lost packets are, the higher
global consistency we archive. Thus, the following
modification in step 2) of Pg for higher probability
to take Cy and higher GC(CYy) is introduced.

e If p; is sending a message, p; takes tc; soon.

e Otherwise, p; postpones taking tc; for AT;. If p;
starts sending another message or p; starts receiv-
ing additional message while receiving a message,
p; takes tc;.

Here, we introduce an additional QoS parameter 7 for
timeliness. p. is required to receive Ack; within 7 since
the transmission of Req. Thus, AT; = 7 — 2§; where ¢;
is transmission delay between p. and p;.

[Extended protocol Pg¢]

1) Let RC and 7 are required consistency and time-
liness. p. sends Req to every p; € V. 7 is piggied
back to Regq.

2) On receiving Req, p; takes tc; as follows:

2-1) If p; is sending a message, p; takes tc;.
2-2) Otherwise, p; postpones taking tc; for AT;.
During this period,

e if p; is receiving a message and starts
sending another message, p; takes tc; im-
mediately.

e if p; is not communicating and starts
sending or receiving a message, p; takes
tc; immediately.

On taking tc;, p; sends Ack; as in step 2) of Pg.

3) and 4) are same as in Pg. O

5 Evaluation

Now, we evaluate Pg and Pg. Here, s <0 (t < 0)
means that p; (p;) takes ¢; (¢;) before sending (receiv-
ing) pay and s > [ (¢ > l) means that p; (p;) takes ¢;
(c;) after sending (receiving) pk;. MC in Pg is shown
in Figure 2.

e MC = fy(s) where dfz2(s)/ds < 0, lims_,o f1(s) =

1 and lim,; f1(s) =01f0<s<landt<O0.

e MC = fi(s,t) where fi(u,u) =1, dfi(s,t)/ds <
0, dfi(s,t)/dt > 0, lims_; fi(s,t) = f3(t) and
lim¢_g f1(s,t) = fo(s) if 0 < s <land 0 <t <s.

e MC = f3(t) where dfs(t)/dt > 0, lim,_.o f3(t) =
and limy_,; f3(t) =1ifl <sand 0 <t < L.

By introducing a delaying method, MC in Pg is
changed as in Figure 3. Here, Al represents a number
of packets transmitted for ATj.

e MC=0ifs < —Alandt>0.

e MC = go(s) = fa(s) if0< s <l and t < 0.

e MC=1if ~Al<s<0andt >0

MC:gl(S,t)I
0<t<s—AlL
MC=1if0<s<!,t>s—Aland t>0.
MCAl: g3(t) = fas(t+ Al if s >land 0 <t <
I — Al

fi(s,t + Al), if Al < s <1 and

e MC=1ifs>landt>1— Al

MC=1
CImMc=0
0<MC<1

|
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Figure 3: MC in P¢.

Since df1(s,t)/dt > 0 and dfs(t)/dt > 0, MC in Pg is
always higher than or equal to MC in Pg.

6 Concluding Remarks

This paper proposed two checkpoint protocols for
multimedia network systems. These protocols are
based on a novel global consistency as a QoS param-
eter. For higher consistency, delayed checkpointing is
introduced with another QoS parameter, timeliness.
Finally, we evaluate these protocols. In future work, we
will implement and evaluate the protocols for MPEG.
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