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Distributed Aggregate with Migration

KEI TAKAHASHI,t KENJIRO TAURAt and TAKASHI CHIKAYAMA'

In Grid environment, it is required to support changes of the number of processors that
participates in the computation in order to utilize available resources efficiently. Presently,
most parallel programs are written with message passing models; but when the number of
processors changes a programmer must maintain a conversion table of data and processors on
his own. With distributed object models, programs can support changes of the number of pro-
cessors by migration of objects. It is, however, still hard to implement distributed large data
structures, such as distributed array, efficiently. We propose “distributed aggregate model” as
an extension of distributed object model. It handles a data structure identified with indices,
like distributed array. In our distributed aggregate model, each object can be distributed
among processors as fractions, but looks like one object to programmers. So a programmer
can write a program without worrying about its distribution. Every processor has the con-
version table of indices and processors, so messages do not concentrate on one processor. We
implemented this framework, wrote a programming example of partial differential equation.
The program operated correctly when the number of processors changes dynamically, and we
evaluated its performance.
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