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Speedup of the Lattice Boltzmann Method Using Loop Transformation
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This study proposes a speedup method by improving an efficiency of calculation of the Lattice Boltzmann
Method on GPU using loop transformation. This method creates GPU kernels at each time step and analyzes
fluid flow. GPU kernel creates thread blocks and calculates time evolution equations. Thread blocks store
a data from global memory to shared memory in order to reduce a cost of memory access. Therefore, this
method calculates by referring only the data in shared memory. Synchronization between threads, such as
data transfer between global memory and shared memory is overhead in order to occupy the majority of
calculations. So, this study assigns calculation of multiple time steps to one GPU kernel using loop trans-
formation in order to reduce synchronization overhead. The proposed method stores more data in shared
memory compared with the conventional method in a single time step. However, it is possible to reduce
synchronization times of threads and data transfer between global memory and shared memory. Finally, the
results of the evaluation using GeForce TITAN Black shows the proposed method gives us about 3.1 times
speedup compared with the conventional method.
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