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1. INTRODUCTION

Although there is the widespread deployment of broadband
technology, large-scale on-demand video delivery systems still
have not become commercially available. The heavy traffic and
long-lived nature of digital video streaming is the main challenge
to the designs of the on-demand video delivery system which
provides users with the probability of watching the digital videos
at any time from any locale via the Internet.

Currently, there are three issues being addressed in the
majority of Video-on-Demand (VoD) research. These concern
video server bandwidth requirement, network delivery cost and
startup delay for video playback. Existing schemes, such as
video patching, broadcasting protocols [1] and merging
algorithms [2], have mainly focused either on the designs of the
golden factor (used for dividing the video into segments and
allocating the channel bandwidth) or the constructions of the
merge tree. They have shown the performance of the VoD system,
in terms of less server bandwidth requirement and guaranteed
startup delay, can be greatly improved. However, most of them
assumed the existence of the multicast-enabled routers set in all
the transmission paths. They, obviously, are not easily deployable
in the current state of IP multicast networks. To address this issue,
we propose a new mechanism called AVD, an Active Networks
approach, that includes (i) the video delivery tree construction
[3], and (ii) the video merging algorithm which will be discussed
in this paper.

2. ACTIVE VIDEO DELIVERY (AVD)

The main goal of the AVD system is to achieve Multicast-like
delivery service by utilizing traditional Unicast forwarding
mechanism combined with the video merging techniques. The
Multicast-like delivery mechanism does not require all the
routers along the delivery paths to implement the AVD specific
protocol but some routers located in the strategic points of the
networks. The delivery tree of the AVD is constructed and
maintained mainly by a center-based server controller. The
Active Routers set in the networks only need to perform simple
tasks, such as packet replicating/redistributing, after analyzing
the lightweight codes contained in the active packets generated
from the video server controller. The AVD tree is dynamically
changed according to the utilization of the video server
bandwidth, the behaviors of users (i.e., Join/Leave), and the
conditions of network connectivity. More technical information
related to the AVD tree is described in further detail in ref. [3].

3. VIDEO MERGING

As depicted in Fig. 1, in this section, we discuss the basic
algorithm of the video merging of the AVD, that is, how we
combine the pure Unicast (Patching) and the Multicast-like
(AVD sharing) stream for achieving multicast-like AVD service.
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In addition, we present an offline (video stream initiations are
known ahead of time) for both the video- server bandwidth
requirement (i.e., the maximum number of concurrent out-going
connections) and the total network cost of the AVD mechanism.
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Fig. 1. The Basic Algorithm of the AVD Video Merging

Throughout the paper, we assumed that (i) the video length
could be suitably partitioned into L units; (ii) the user access
pattern is “fully loaded arrivals” (i.e., every time slot contains at
least one request arrival); (iii) the time required for transmitting
one segment is one unit of time (i.e., the total time T for
delivering the whole video segments is equal to L); (iv) the
network cost for delivering a segment via one channel is 1; (v) A
new stream, either in the form of AVD_Sharing or Patching,
always begins at segment 1 of the video.

For instance, the 1* user, who arrives in time=1, receives only
the AVD sharing stream initiated from the video server directly
(* these segments will be playback immediately). The 2™ user,
who arrives in time=2, would require to receive both (i)
“segment 2~the last segment” of the video, which are duplicated
from the AVD sharing stream destinated to user 1 originally and
then generated by the Active Routers. (* these segments will be
stored in local disk for latter playback temporally); and (ii)
“segment 1” of the video from the patching stream generated
independently by the video server (*this segment will be
playback immediately). Similarly, the 3™ user, who arrives in
time=3, would also require to receive both (1) the AVD sharing
stream for “segment 3 to the end segment”, and (2) the patching
stream for “segments 1 and 27,

Given the above rules for client reception of streams, the total
number of active concurrent logical channels generated by the
video server at time t and the total network cost during the period
T can be expressed as:

Active _Srv_ Channel(t) = AVD _ Sharing ()+ z Pateh,(t)

where AVD_Sharing(t)=1 t=[0,T] ' )]
Patch,(t)=) -l @
From Equation (2), we can obtain the following time series
{3 Patch, () g} =10, 1, 1, 2, 2, 3, 3y, 4}
; &)
i
where A=[;2- v T
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Fig. 2-B: Mul_AVD_Patch(Pth=2)
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Fig. 2-A: Pure Unicast
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Fig. 2-C: Mul_AVD_Patch(Pth=3)
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Fig. 2-D: Mul_AVD_Patch(Pth=4)
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Fig. 3: No. of the active server channel
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Fig. 4: Total Network Cost
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Fig. 5: Threshold Setting v.s. No. of Active Channels

For simplicity, we choose Te odd for the following analysis.
Therefore, we can obtain the number of the active server
channels at any time t and the total network cost for delivering

all video segments: 41

Active_Srv_ Channel(t)= TH = 0<t<T

where “1” = the AVDsharing stream channel.
Total _ Network_Cost= ZA VD_ Sharing(f)+ ZLength Patch ()

T(T+1)
2

=T+[1+2+3+ +(T-Di=

The simplest mechanism that can be used in the AVD is shown
in Fig. 1. In this case, the video server generates only one main
Unicast stream to perform multicast-like sharing, and several
independent Unicast streams for performing patching. However,
similar to the pure Unicast approach (Fig 2-A), this mechanism
clearly would not perform well because of the high demand on
the video server bandwidth and the heavy cost on the networks.

To solve this problem, we can consider other mechanisms
shown in Figs 2-B~D, called the Multiple_AVD_Patching
mechanism. That is, if the number of the fan-out Patching
streams issued by the video server reach the threshold
( Poshora ) Which is set in advance for the first time (7, ),

ie, ZPatch ® =

the video server re-gencrates a new full-length main stream to
perform a new AVD sharing source for those users who arrive
later. Note that, we let this form of the AVD sharing stream
regeneration repeat after a fixed slot time continuously. As a
result, the traffic produced by the Patching streams can be
greatly reduced.

From Equation (3), we know the time, £, , , for performing the
first AVD stream regeneration is
1

t|31 -

threshold

=Pyreshoa = 4, =2%*P, g 1

and the total round of AVD stream regeneration during the time
period T is Round,; =L/t = LI2* By ppa+1) “
therefore, the Active_Srv_Channel(t) can be obtained:

54

= No.of the AVD SharingStreams+ ZPatc}; Q)

= Round ,,; + Py espoia
and the total network cost for thls case can be expressed as:

round

Z Length_AVD+ Z[ZLength Patch (1]
=L (Round + Ehreshald)

®)

For simplicity, we use R and P to denote Round_, and P, o
respectively. Since L = R* (2P +1), and from Equatnon (5), we
have Active_Srv_Channel(t) =(2R*~R+L)/2R — F(R) -
If F’(R)=0, then we can obtain the minimum total number of the

active server channels and the total network delivery cost, when

(6)

4, ANALYTIC RESULT AND CONCLUSION

In Fig.s 3 and 4, we compared the performance metrics, in
terms of the number of the active channels (i.e., the maximum
server bandwidth requirement) and the total network cost, for
three different delivery mechanisms (*L=1000). Obviously, the
Multiple_AVD_Patching mechanism (*set P, , - at 22) obtains
considerably less network delivery cost and at an overall lower
video server bandwidth requirement than that of the other two.

In Figure 5, we showed the relation between the settings of the
threshold and the total number of the active server channels. We
observed that the min. total number of the concurrent out-going
channels, generated by the video server during the time period 7,
could be obtained if the threshold is set to 19 ~ 25 (*L=1000).
Equation (6) provides a simple way to find this optimal threshold
setting, That is, from Equations (6) and (4), we can easily obtain
the following: R %9 S5 = P =2

There are several issues for future works, such as a simulation
for evaluating the above analytic result and an analysis on

different user arrival patterns and multiple videos delivery.
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