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Abstract

The technique of hand shape recognition is very essential in developing human friendly interface systems. In this paper,
we introduce the usage of position invariant feature from the depth images for hand shape recognition using subspace based
method. We consider Higher-order Local Autocorrelation (HLAC) features as one of such useful effective position invariant
features and compared its effectiveness with that of naive raw depth images. The experiments on 10 classes of Japanese
finger alphabets showed that HLAC features can improve the recognition performance of the conventional method which

uses raw depth images.

1 Introduction

Researches on hand shape recognition has become an ac-
tive field, as many interactive applications can take the ad-
vantages of the hand shape recognition system, such as for
human-machine interaction system and interactive software
for entertainment or education. For example, in [1], hand
shape recognition system using multi-viewpoint depth im-
ages is used for developing an interactive learning system
for Japanese finger alphabet. The system can recognize 41
kinds of static Japanese finger alphabets with high accuracy.
However, the system in [1] has difficulties in recognizing
some similar finger alphabets. For examples, the pair of
finger alphabet of ‘I” and ‘Chi’ or ‘So’ and ‘Ha’ shown in
Figure 1 were frequently misclassified because they are very
similar each other and it is difficult to describe the local de-
tailed information between the fingers using the depth im-
ages. Besides, [1] used only raw values of the depth images
which suggests that the system is sensitive to the variation
of the hand position.

In this paper, we consider Higher-order Local Autocor-
relation (HLAC) [2] features as one of position invariant
features which can deal with the variation of hand position.
Firstly, the HLAC feature is extracted from the multi-view
depth images. Then, a nonlinear orthogonal subspace is
generated from each set of the HLAC features. Finally, the
classification of the hand shape is performed by calculat-
ing the similarity defined by canonical angles between the
input and reference subspaces, by using the framework of
KOMSM [3].

The rest of this paper is organized as follows. In Sec-
tion 2, we describe how to use the HLAC features with
KOMSM. In Section 3, we evaluate the performance of us-
ing the HLAC features and discuss the results. Finally, in
Section 4, we provide the conclusions and the direction for
our future work.
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Figure 1: ‘T" and ‘Chi, ‘So’ and ‘Ha’ are frequently misclas-
sified to each other in [1].

2 Basic Idea

In hand shape recognition, the variations of the viewpoints
and hand position affect the classification performance sig-
nificantly. To deal with the variation depending on the view-
points, multi-viewpoints images are used [4, 1]. To deal
with the variation of the hand position, position invariant
feature extraction is required. Therefore, we proposed the
use of position invariant feature using HLAC for the raw
depth images of the hand shape.

2.1 HLAC feature

The HLAC feature is a derivative of a higher-order autocor-
relation function, which is defined as follows:

X(al,...,an)zfl(r)l(r+a1)...I(r+an)dr, (1)

where the I(r) represent an image; r is a reference point
in the image; {ay, ..., a,} is an n displacement with the n-th
order of the autocorrelation function. We restrict the or-
der n up to the second order (n = 0, 1,2) and remove the
duplicates, resulting 35 types of local displacement pattern
(called masks) shown in Figure 2 with the window size of
3x3(r=1).

2.2  Flow of the classification framework

The process flow when using HLAC features with KOMSM
are as follows:
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Figure 2: The 35 HLAC mask patterns.

Step 1: HLAC feature extraction of raw depth image. To
obtain more distinctive features, we used five differ-
ent scales for the window size, by changing the HLAC
parameter r = 2,4,8,16,32, and combined them, to
produce a 175-dimensional HLAC feature vector for
each depth image.

Step 2: Subspace construction. In the learning phase of
KOMSM, we take the 175-dimensional HLAC fea-
tures belonging to each class and generate a nonlinear
subspace using Kernel PCA with Gaussian kernel and
apply whitening transform to the nonlinear subspaces
of all the classes [3].

Step 3: Similarity computation based on canonical angles.
The similarity between an input hand shape and the
reference hand shapes is defined by the canonical an-
gles between the two corresponding subspaces.

3 Experiments

3.1 Experimental Settings

We conducted classification experiments on 10 Japanese fin-
ger alphabets which have low recognition rate in [1], such
as ‘I, ‘Chi’, ‘So’, ‘Ya’, ‘Ha’, ‘Yu’, ‘Hi’, ‘Ro’, ‘Ko’, and
‘Tsu’. For the dataset, we used the subset of the collected
dataset from [1]. In the dataset, for each class, 100 multi-
view depth images with normalized size of 120 x 120 pix-
els were collected from 15 subjects by using SoftKinetic
DepthSense 325. As a result, in total there are 15,000 depth
images (100 images X 15 subjects x 10 classes). Figure 3
shows examples of the depth images of each class.

In the experiments, one subject was used for testing,
while the rest were used for training. To increase the num-
ber of the trials, 10 sets of test patterns containing 25 se-
quences of depth images were generated from the selected
test subject by applying sliding window to the 100 multi-
view depth images. Then, the experiment was repeated 15
times. Thus, the total number of the trials was 1,500 (15 X
10 x 10).

We compared the performance of using HLAC with the
naive raw depth images. When using raw depth images, we

"Tsu'

Figure 3: Examples of the 10 classes Japanese finger alpha-
bet used in the experiments.
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Figure 4: ROC curves for the HLAC and raw depth images.

Raw images HLAC
Feature dimension 900 175
Parameter (d1, d2, o) (50, 5,0.3) | (80,5, 0.002)
Recognition rate (in %) 83.8 86.4
EER 0.0494 0.0415

Table 1: Experimental results for each method.

conducted similar procedure as in [1], where each depth im-
age was resized to 30x30 pixels, resulting a 900-dimensional
vector. Several KOMSM parameters were used for both raw
and HLAC. The dimension of reference subspaces (d1) was
set to 10, 15, 50, 80. The dimension of input subspace (d2)
was set to 5, 10. The kernel Gaussian parameter (o) was set
to 0.001, 0.002, 0.1, and 0.3.

3.2 Experimental Results

Table 1 shows the best recognition rates and EERs for each
method with the KOMSM parameter. From Table 1, we
can confirm that by using HLAC feature, we can improve
the performance of the conventional method, both in terms
of the recognition rate and EER. Figure 4 shows the ROC
curves for HLAC feature based method (red) and the naive
raw depth images (blue).

Tables 2 and 3 show the confusion matrices for raw
depth images and HLAC, respectively. From the two con-
fusion matrices, we can confirm the improvement of the
recognition rate of the very similar hand shape, such as ‘T’
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T | ‘Chi’ | ‘So’ | ‘Ya’ | ‘Ha’ | ‘Yu’ | ‘Hi’ | ‘R0’ | ‘Ko’ | ‘Tsw’
T 77 68 0 0 0 0 0 0 0 5
‘Chi” | 35 | 102 0 0 10 0 0 0 0 3
‘So’ 0 0 110 0 40 0 0 0 0 0
‘Ya’ 1 4 0 145 0 0 0 0 0 0
‘Ha’ 0 0 32 0 118 0 0 0 0 0
‘Yw’ 0 0 0 0 0 150 0 0 0 0
‘Hi’ 0 0 0 0 0 0 150 0 0 0
‘Ro’ 0 0 0 0 3 0 0 147 0 0
‘Ko’ 1 0 7 0 0 0 0 0 142 0

‘Tsu” | 0 34 0 0 0 0 0 0 0 116

Table 2: Confusion matrix for raw depth images.

‘T | ‘Chi’ | ‘So’ | ‘Ya’ | ‘Ha’ | “Yu’ | ‘Hi’ | ‘Ro’ | ‘Ko’ | ‘Tsuw’
T 80 69 0 0 0 0 0 0 0 1
‘Chi” | 22 118 10 0 0 0 0 0 0 0
‘So’ 0 0 116 0 34 0 0 0 0 0
‘Ya’ 8 0 0 142 0 0 0 0 0 0
‘Ha’ 0 0 29 0 121 0 0 0 0 0
Yu’ 0 0 0 0 0 150 0 0 0 0
‘Hi’ 0 0 0 0 0 0 150 0 0 0
‘Ro’ 0 0 0 0 1 0 0 147 2 0
‘Ko’ 0 0 9 0 0 0 0 0 141 0

‘Tsu” | O 19 0 0 0 0 0 0 0 131

Table 3: Confusion matrix for HLAC.

with ‘Chi’, ‘So’ with ‘Ha’, and “Tsu’ with ‘Chi’.

4 Conclusion

In this paper, a HLAC feature based method was applied
for recognizing Japanese finger alphabets. Firstly, a 175-
dimension HLAC features were extracted from the multi-
view depth hand images. Secondly, the KOMSM method
was used for the classification. The experimental results
validated the effectiveness of the HLAC feature over the
conventional method that uses raw depth images.

In the future, we will consider using both depth and
RGB images to further improve the recognition rate. Be-
sides, we will evaluate various feature extraction methods
for the multiview-depth images, to obtain the most suitable
features with distinctive information for classification.
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