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Abstract

Many social infrastructures fail in an unexpected
way, and thus it is important to make a system
resilient such that it can recover from various dam-
ages in a dynamic and flexible way. In this paper,
we summarize major research results on systems re-
silience in the literature and present future research
challenges crucial to establish a solid foundation of
resilience engineering.

1 Introduction

After the 3.11 earthquake, many people realized
that there are events that cannot be reasonably an-
ticipated. These “unexpected” events occur as an
outside of the anticipated envelope (e.g., Tsunami
of 14m high vs the anticipated max of 5.7m), or
something completely unheard of (e.g., Tokyo sub-
way gas attack in 1995). We recognize that these
unexpected events do happen, but because they are
“unexpected,” we cannot prepare for the event and
protect our systems. The only thing we can do is to
give resistance that contain damages form the event
locally and recover from that damage as quickly
and as inexpensively as possible. We call this com-
bination of resistance and recovery the resilience of
the system.

Many researchers have recognized the impor-
tance of establishing a new research discipline con-
cerning the resilience of complex systems to provide
a set of general principles for building resilient sys-
tems in various fields. Although we have seen many
examples of seemingly resilient systems in various
fields, such as biology and computer science, re-
searchers have not agreed on a common definition
on resilience yet and it is thus not clear how we
should adopt a strategy effective in one domain to

systems in another. Therefore, we set out to es-
tablish a new research discipline what we call “re-
silience engineering,” which provides a unified de-
sign principles for building resilient systems.

In this paper, we provide a brief summary of im-
portant research results addressing issues on sys-
tems resilience in various fields. We consider re-
silience as the combination of resistance and re-
covery abilities, and introduce strategies or mecha-
nisms for achieving each property. Our goal here is
not to give an extensive list of research projects
studying the resilience of systems, but to intro-
duce the reader to a new exciting research filed
of systems resilience by giving several interesting
research ideas. We finally describe fundamental re-
search questions in this research field and discuss
possible research directions. We refer the reader to
our companion paper [10] for the research agenda
of our research group.

2 Related Research

In this section, we cover several research topics re-
lated to resilient engineering. We first introduce
the definition of resilience and describe several tech-
niques for building resilient systems.

2.1 Definition of resilience

The concept of resilience appears in various disci-
plines ranging from environmental research to ma-
terials science and engineering, psychology, soci-
ology, and economics. In this paper, we consider
Bruneau’s definition [6], which could give us a pre-
cise quantitative metrics of resilience. Bruneau
considers a situation where a system’s quality de-
grades abruptly at time t0 due to some unexpected
event and fully recover to the original state at time
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Hence, community earthquake loss of resilience, R, with respect to that specific
earthquake, can be measured by the size of the expected degradation in quality (prob-
ability of failure), over time (that is, time to recovery). Mathematically, it is defined by

R!!
t0

t1
!100"Q"t#$dt

Obviously, community seismic resilience must be measured in light of the full set of
earthquakes that threaten a community, and therefore must include probabilities of the
occurrences of various earthquakes. Furthermore, return to 100% pre-event levels may
not be sufficient in many instances, particularly in communities where the existing seis-
mic resiliency is low, and post-event recovery to more than 100% pre-earthquake levels
are often desirable. These complexities, and others, can be taken into account in specific
research activities. Yet, even in its simplest form, applying this general concept to the
various specific physical and organizational systems that can be impacted by earth-
quakes presents significant conceptual and measurement challenges.

DIMENSIONS OF RESILIENCE

As discussed above, seismic resilience is conceptualized as the ability of both physi-
cal and social systems to withstand earthquake-generated forces and demands and to
cope with earthquake impacts through situation assessment, rapid response, and effec-
tive recovery strategies (measured in terms of reduced failure probabilities, reduced con-
sequences, reduced time to recovery). Resilience for both physical and social systems
can be further defined as consisting of the following properties:

• Robustness: strength, or the ability of elements, systems, and other units of
analysis to withstand a given level of stress or demand without suffering degra-
dation or loss of function

• Redundancy: the extent to which elements, systems, or other units of analysis
exist that are substitutable, i.e., capable of satisfying functional requirements in
the event of disruption, degradation, or loss of functionality

• Resourcefulness: the capacity to identify problems, establish priorities, and mo-
bilize resources when conditions exist that threaten to disrupt some element, sys-
tem, or other unit of analysis; resourcefulness can be further conceptualized as

Figure 1. Measure of seismic resilience—conceptual definition.

A FRAMEWORK TO QUANTITATIVELY ASSESS AND ENHANCE THE SEISMIC RESILIENCE OF COMMUNITIES 737

Figure 1: Bruneau’s definition of resilience

t1, as shown in Figure 1. If we denote by Q(t) the
quality of the system at time t, the resilience of the
system is measured as follows:∫ t1

t0

[100 −Q(t)]dt

As the measured triangle area gets smaller, the sys-
tem becomes more resilient. That is, there are two
dimensions concerning the resiliency of the system.

• Resistance (reduced service degradation from
failures at time t0)

• Recovery (reduced time to recovery (i.e., time
interval between t0 and t1))

We next describe representative strategies for
achieving goals in each direction.

2.2 Resistance techniques

Redundancy is a common technique in engineering
for increasing the availability of a system under the
presence of various component failures. If a system
has multiple components for the same functionality,
the system can continue to provide a service when
some of the duplicate modules fail. For example,
RAID (redundant array of independent disks) uses
multiple disks to realize a single logical disk such
that the system still restore data when some of the
disks fail.

Many complex engineering and biological sys-
tems are modeled as a network in which nodes are
connected via links. Such network-based systems
ensure the availability of services by maintaining
redundant paths among any two components of the
system in the network. The most successful exam-
ple is a decentralized network management in the
Internet. When a certain path becomes unavailable

due to a failure of a router or a communication link,
the ICMP protocol enables routers on the network
to reconfigure their routing tables and establish al-
ternate paths.

Barabasi [2] shows that network-based systems
that possess the scale-free property are extremely
robust against random failures of system compo-
nents. The probability that any node in a scale-free
network is connected to k other nodes is propor-
tional to 1/kn. Thus, a scale-free network main-
tains a relatively large number of hub nodes with a
degree that greatly exceeds the average, and those
hub nodes make the network significantly robust
against random failures of nodes and links. For ex-
ample, any two nodes on the Internet can sustain
connectivity between them even if as many as 80
percent of randomly selected routers fail. There-
fore, to ensure the scale-free property in a network-
based system is considered to be a good design prin-
ciple to make the system resistant against random
failures.

Diversity is another commonly applied principle
for fault tolerance and it complements the weakness
of pure redundant strategies against systematic at-
tacks. Littlewood [9] considers the effectiveness of
redundancy and diversity in computer security and
argues that to provide redundant software compo-
nents of the same implementation is not effective
against a coordinated attack exploiting the same
vulnerability; if one component fails with a certain
attack, the attackers can easily compromise the
other components in the exactly same way. There-
fore, it is important to provide multiple different
versions of the same subsystem. Littlewood dis-
cusses several strategies, such as separation, forced
diversity, and tailored diversity, to ensure diversity
among software components of the same function-
ality.

In the context of evolutionary biology, Kimura’s
neutral theory [7] claims that the great majority of
evolutionary changes at the molecular (DNA) level
are caused not by Darwinian selection but by ran-
dom fixation of selectively neutral mutants. Such
biological diversity at the DNA level could possi-
bly help species survive environmental changes or
sudden catastrophic events since the diversity of
the species ensure that there exist some population
group whose members possess qualities suitable to
the new environment.
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2.3 Recovery techniques

Recovery, which is usually an expensive strategy
for physical systems, has been studied in computer
systems since rebooting a computer system is a rel-
atively cheap process.

Patterson [5] introduces the notion of Recovery-
oriented computing (ROC), which claims that we
should focus on Mean Time to Repair of a sys-
tem rather than Mean Time to Failure. ROC takes
the perspective that hardware faults, software bugs,
and operator errors are facts to be coped with, not
problems to be solved. Patterson suggests a tech-
nique of rebooting only some modules of the whole
system to reduce the penalty of rebooting the whole
system. He also mentions that to rebooting mod-
ules periodically is an effective way to removing
latent errors whose accumulation could eventually
lead the system to a fatal failure.

Checkpointing [8] is a common recovery tech-
niques in database and distributed systems com-
munities. Logging with checkpoints ensures that
a system can restore a previously consistent state
after a failure.

3 Research challenges

In this section, we discuss several possible research
directions addressing open issues to achieve the vi-
sion of resilience engineering.

3.1 Centralized vs. decentralized

Many complex systems consist of numerous compo-
nents interacting with each other in a decentralized
way, and to modularize a large system into smaller
independent components seems to be a good de-
sign principle in order to contain a damage from a
failure in a limited area.

However, Bak [1] shows that many decentralized
systems that are modeled based on cellular automa-
ton naturally reach a critical state with minimum
stability without carefully choosing initial system
parameters and that a small disturbance or noise
at the critical state could cause cascading failures
of the system leading to a large disaster, such as
Northeast blackout of 2003.

Although subsequent research shows that there
are various natural or artificial systems, such as
earthquakes, DNAs, and stock exchange prices,

which can be explained well with the notion of crit-
ical points, there is very little research about avoid-
ance of critical points in complex systems. In eco-
logical biology, to perform small destructions to an
environment is known to improve the sustainability
of the ecological system, and we might need to have
such centrally coordinated interventions to a decen-
tralized system in order to avoid critical points. We
plan to investigate such tradeoffs between central-
ized and decentralized approach in the future.

3.2 Dimensions of resilience

As we discuss in Section 2.2, a system based on a
scale-free network is robust against component fail-
ures when the connectivity among components cor-
respond to service availability. However, when we
consider a containment of a spreading virus through
a network, such connectivity becomes a vulnerabil-
ity of the system. We need to investigate whether
there is a common property of resilience for vari-
ous requirements or we need a way to dynamically
switch a “resilience” mode of the system.

The conflict of resilience requirements appears in
evolutionary biology. There are two possible ways
to consider the resiliency of a biological species.
One is the resiliency of the species in the process
of evolution. We consider that some species are re-
silient if its descendant survives in the future gener-
ations. The other is the resiliency of an individual
in the species, where we consider an adaptability
of an individual to its environment during its life
span.

Each individual of the species could have a con-
flicting requirement from that of the species as a
group. Although group evolution theory [11] pro-
vides a coherent theory for resolving such conflict
in evolutionary biology, we should explore design
principles for resolving dimension of resilience in
various domains.

3.3 Reasoning uncertainty

Assuming that all possible states and events of a
given system are known in advance, the notion of
K-maintainability [3] precisely defines the notion of
resilience. We say that a system is K-maintainable
if, for any non-normal state of the system, there ex-
ists a sequence of actions (i.e., events controllable
by a system administrator) that move the system
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back to one of the normal states within k steps.
However, to analyze a system based on this defi-
nition requires us to know in advance all possible
events, some of which could be totally unexpected.
Therefore, it is not clear whether a model check-
ing approach is applicable to evaluate the resiliency
of a system with an incomplete specification. We,
therefore, expect that reasoning techniques dealing
with various uncertainty of a system model [4, 12]
be a promising tool to explore this research space.

4 Conclusions

In this paper, we survey the state of the art of re-
search related to resilience science and show that
this research field is truly interdisciplinary. We
also discuss some of the most fundamental research
questions in this field.

Although our survey is far from an extensive list
of relevant research, we hope that we convince the
reader that systems resilience is an exciting new
research field where researchers must address in-
teresting and challenging problems by teaming up
with researchers in other disciplines.
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