
IPSJ SIG Technical Report

Development of high-accuracy clustering algorithm based
on statistical test results
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Abstract: In recent years, RNA-Seq technologies have been applied efficiently for comprehensive detection and quan-
tification of genes expressed in cells. Genes are stochastically expressed with large variances; therefore, it is important
to discriminate significant differences from insignificant differences, such as noises between expression levels. How-
ever, it is difficult to assess stochastic dispersion in data using the existing definitions of distance for clustering. In this
paper, we propose a novel gene clustering algorithm, digital clustering, for the analysis of multi-conditional transcrip-
tome dynamics. For digital clustering, a novel definition of distance between clusters was adopted and a hierarchical
method was applied. Specifically, distance is based on the results of statistical tests for all pairs of conditions for each
gene; this enables digital clustering to discriminate significant differences from insignificant differences in expression
levels. From our benchmark, our algorithm achieved high classification accuracy for multi-conditional transcriptome
data.

background
In the last decade, high-throughput sequencing technologies

have been widely used for research in genomics, transcriptomics,
and other areas. Especially, transcriptome analyses are indispens-
able for measuring gene expression and direct comparisons of
gene expression levels between case and control samples to detect
differentially expressed genes (DEGs). Recently, RNA sequenc-
ing (RNA-Seq) technology has been used to comprehensively de-
tect and quantify cellular gene expression [1, 2].

After quantifying gene expressions by RNA-Seq, genes are of-
ten clustered according to expression pattern to predict gene func-
tions, search for biomarkers, and summarize large data sets. For
clustering by gene expression, Euclidean distance, Pearson’s cor-
relation, and cosine distance are commonly used as measures of
distance or similarity between genes [3]. Since gene expression is
a stochastic process [4], there are both significant differences and
insignificant differences between expression levels. Therefore,
it is important to discriminate significant expression differences
from noise, but this is impossible with the existing definitions of
distance, which do not account for dispersion in data.

In this paper, we propose a novel gene clustering algorithm,
digital clustering, for the analysis of multi-conditional transcrip-
tome dynamics. Digital clustering is a hierarchical method. It
adopts a novel definition of distance that is based on the results
of statistical tests for all pairs of conditions for each gene. This
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not only enables digital clustering to be used to distinguish ran-
dom from nonrandom differences in expression levels, but also
facilitates its application to multi-conditional (e.g., time-course)
transcriptome data.

Methods
Digital clustering

Digital clustering is a novel hierarchical clustering algorithm
for the analysis of multi-conditional (e.g., time-course) transcrip-
tome data. First, an integer vector, called the digital vector, is
assigned to each gene as follows. In accordance with common
analytical pipelines, short reads from RNA-Seq are mapped to a
reference genome, and normalized expression values are calcu-
lated. Using these normalized values, a statistical test is applied
to all pairs of conditions (samples) to detect DEGs. On the basis
of statistical test results, we assign one of three values to each
pair; +1 for up-regulated pairs, −1 for down-regulated pairs, and
0 for insignificant pairs. In this digital vector, each element cor-
responds to the statistical test result for the comparison between
conditions (samples). The expression level of a gene g in con-
dition k is denoted egk . If the expression level egk is significantly
different from egl , then the element of the corresponding dimen-
sion in the digital vector is 1(egk < egl ) or −1(egk > egl ); otherwise,
it is 0.

Second, a cluster of genes is associated with a digital vectors as
follows. The element that corresponds to the statistical test result
for condition k and condition l in the digital vector of cluster Cn

is 1 if d∀g∈Cn
k,l = 1 and −1 if d∀g∈Cn

k,l = −1; otherwise, it is 0.
Digital clustering is a hierarchical method for clustering genes

by using a digital vector as described above. The distance be-
tween two clusters Cn and Cm is defined as follows:
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D(Cn,Cm) = 1 −
(gainn,m − lossn,m)
(gainn,m + lossn,m)

. (1)

Let s denote the number of elements of 1 or −1 in the digital
vector v(Cn ∪ Cm) associated with the union of clusters Cn and
Cm. Then, gainn,m is defined as s × |Cn ∪ Cm|. Let t denote the
total number of elements of 1 or −1 in the digital vectors v(g)
with all g in the union. The lossn,m is defined to be (t − gainn,m).
Note that gains and losses are non-negative integer values. If
(gainn,m + lossn,m) = 0, then D(Cn,Cm) = 0. If any pairs of clus-
ters have the same distance under the above definition, then the
digital clustering compares Pearson’s correlation of expression
values among them using the group average method.

Digital clustering iteratively searches for and merges the pair
with minimum distance, constructing hierarchical trees based on
statistical test results. Initially, genes that have the same statistical
test results are merged because the distance between genes with
the same digital vector is zero. Subsequently, digital clustering
merges clusters so as to conserve common test results as much as
possible.

Simulation analysis
For benchmark testing, we generated simulated short reads

from mouse reference cDNA sequences so that gene expression
profiles for four artificial conditions were obtained. We set up the
ten digital vectors as the correct DEG labels, and 20% or 10% of
genes were randomly selected as DEGs between pairs of condi-
tions so that each DEG belonged to any of ten clusters. The read
counts were generated from negative binomial distributions with
the mean and the variance which were extracted from Pickrell
et al. data [5]. According to the analytical protocol of Trapnell
et al. [6], we estimated gene expression levels and searched for
DEGs from generated reads. The statistical test results were dis-
cretized and vectorized to digital vectors. Finally, digital cluster-
ing and hierarchical clustering with Pearson’s correlation using
the group average method were applied to the genes.

Results
Benchmark testing

We evaluated the accuracy of digital clustering and the conven-
tional hierarchical clustering method with Pearson’s correlation
using the group average method for the simulated clusters. For all
pairs of genes that have identical labels, we assessed whether they
belong to the same cluster after clustering. Genes that had iden-
tical labels and belonged to the same cluster were true positives.
Genes that had different labels and belonged to different clusters
were true negatives. Genes that had the same label and belonged
to different clusters were considered false-negatives. Genes that
had different labels and belonged to the same cluster were consid-
ered false-positives. Thus, we converted the clustering problem
to a binary classification problem. The receiver operating charac-
teristic (ROC) curve was created by plotting the true positive rate
(TPR; true positive / condition positive) against the false-positive
rate (FPR; false positive / condition negative) at the merge step
of clustering for each iteration. The area under the ROC curve

(AUC) was used as an indicator in the evaluation.

(a) (b)

Fig. 1 Evaluation of clustering.

Figure 1 summarizes the evaluation of the clustering methods.
Three simulations were performed for each combination of pa-
rameters, and each vertical bar in the figure represents the av-
erage AUC for the three simulations. The AUC for the exist-
ing method was approximately 0.5 and did not depend on the
number of replicates or the proportion of DEGs. Our method not
only showed significantly higher accuracy than that of the exist-
ing method for all parameter values, but the AUCs also improved
when there were two or more replicates.

Conclusion
We developed a novel clustering algorithm, digital clustering,

based on statistical test results. It demonstrated high classifica-
tion accuracy when applied to multi-conditional transcriptome
data. Digital clustering can be applied to any multi-conditional
transcriptome data, and to the results of any DEG detection tool
given an appropriate input format. Accordingly, it has a wide
range of applications for transcriptome data analysis.
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