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An Alternative Analysis of the Algorithm for Separate Chaining
Technique of the Hashing Method

RY0ZO NAKAMURAT

A mathematical analysis is proposed to evaluate exactly the number of probes for the separate
chaining technique of the hashing method in consideration of the frequency of access on each key.
The proposed analysis is compared to the traditional one, so the reasons why the evaluation formulae
are different even in the uniform probing case are discussed. It is then shown that the proposed
analysis makes it possible to evaluate accurately the number of probes of the separate chaining

technique.

1. Introduction

The hashing method is a frequently used tech-
nique for storing and retrieving records
maintained in the form of a table. The key of
each record is mapped by a hashing function to
a sequence of table locations, and records are
inserted and retrieved by following this
sequence. In this case, there will probably be
two or more keys which hash to one identical
location. Such an occurrence is called a colli-
sion ; there are several techniques for collision
handling. These techniques are chiefly classified
into two categories: chaining technique and
open addressing technique.?

The time required to solve a problem is one of
the most important measures in evaluating an
algorithm. This time is called the search cost in
this case. The search cost is defined as the
product of the number of probes and the fre-
quency of access on a key. When frequency of
access is uniform, the search cost of the separate
chaining technique is independent of the order
of inserting a key. However, when frequency of
access on a key is not uniform, the inserting
order plays an essential role.

Search cost considering frequency of access on
keys has never been analyzed, so it is impossible
to evaluate the search cost in accordance with
the reality of searching. It is necessary to derive
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the evaluation formulae of search cost consider-
ing the frequency of access on an individual key.

In this paper, the algorithm of search cost for
the separate chaining technique is analyzed
mathematically according to a model that con-
siders the frequency of access on keys. The
evaluation formulae of the search cost are then
derived with the concrete probability distrib-
ution of the number of probes. The proposed
analysis is compared to the traditional one, and
it is then shown that the proposed analysis is
appropriate for evaluating correctly the search
cost in conformity with the real behavior, and
for offering the accurate and systematic analysis
in the evaluation of search cost.

2. Basic Concepts of the Separate Chain-
ing Technique

The hashing method is a technique for storing
and retrieving records maintained in the form of
a table. There is a special field in each record,
called the key, that uniquely identifies it. The
key is mapped by a hashing function to a
sequence of table locations (indices), and the
records are inserted and searched for by follow-
ing these sequences.?~%

In a basic data structure for the separate
chaining technique, the hash table called the
bucket table is indexed by the bucket numbers 0,
1,2,++, M—1 according to their positions on
the table of size M, and contains the headers for
M linked lists. The elements of the z-th list are
the class of key x in the set such that the value
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of its hashing function %(zx) is equal to 7, that is,
the hash address of x is 7, (=0,1, ---, M—1).

We assume that the N keys are uniformly
mapped into the hash table of size M by a
hashing function, and each of the M” possible
hash sequences

ay, az, °*°, an, 0< dj<M

is equally likely, where a; denotes the initial
hash address of the j-th key to be inserted into
the table.

Let pa be the probability that the number of
keys on any list is equal to &, (£=0,1, -+, N).

There are (g) ways to choose the set of j such

that % keys among g;, (j=1,--+, N) have an
identical value and (M —1)""* ways to assign
value to the other g’s. Therefore, pn. is the
binominal probability as follows,?

o= Yt =141

ey o

and its generating function P(z) is given by

=5 ()

:(1+ 2 ) (2)

The above generating function is used to calcu-
late the average and the variance of the search
cost.

We shall attempt to derive the evaluation
formulae of the search cost. Let the average and
the variance of the search cost be denoted by Sy
and Vy in the successful search, and by Sy and
Vv in the unsuccessful search, respectively. In
the remainder of this paper, @ denotes the load-
ing factor N/M.

3. Traditional Analysis

For the separate chaining technique, the tradi-
tional analysis has been derived by Knuth? in
conformity to the assumption that all keys are
uniformly accessed, namely, a uniform probing
is presumed. The analysis results have been
referred to by many articles, even in the analysis
of dynamic hashing.®

In the above mentioned analysis, N keys are
equally scattered over M lists, and £; denotes the
number of keys on 7-th list, that is, A is the
length of the first list, 4 is the length of the
second list and so on. Then, the number of ways
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to distribute N keys to M lists is given by

(i~ 1)

Searching for a desired key requires the scanning
of the list from the beginning. The total number
of probes to find all keys of a list of length £; is

<k,~+1)
9 )

Therefore, the average and the variance of the
search cost have been derived for the uniform
probing case as follows.

1) A successful searching
k1+1)+ +(kM+1
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:(M—l)(f\zf"l) (4)
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IT (N—J).

0<i<k
2) An unsuccessful searching
In this case, either a list having no key is
searched or all of the keys linked on a list are
searched. The former searching is counted as
one probe. The average and the variance of the
number of probes are given as follows ;

gN = kéo(k + Sk)pzvk
—P'(1)+ P(0)

N (1Y
“M+(1 M)

=g+exp(—a) (5)
_ N
VNZ hgo(k -+ Sk)szk - S}%/

where N# is

=pwo+ lé} R pan— Sk
=P(0)+ P (1)+P"(1)—{P'(1)+ P(0)}

1 N
(-3}
=g+exp(—a)(1—2a—exp(—a))
(6)
1, (£=0)
0, (£>0)

4, Proposed Analysis

where &= {

The traditional analysis is unable to evaluate
the search cost even if the probability of fre-
quency of access on a key is given. An analysis
is therefore proposed in a more general situation
considering the frequency of access on an indi-
vidual key. In this case, the inserting order of a
key plays an essential role.

For the analysis, we must clarify the relation
between the inserting order of a key and its
locating position in a list for constructing a more
exact model. First let S;x be the probability
that the 7-th key inserted will be located in the
j-th position from the head of a list having k&
keys. Assuming that keys are inserted succes-
sively at the head of a list, there are (j\f_—;)
possible combinations to distribute the N—z
keys into the front j—1 positions of a list with %2
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2—;1) ways to distribute the

7—1 keys into the rear &~ positions of the list.
Therefore the probability S;;» can be expressed
as follows.

so=(; W)/ 265 06)
)/ GS) o

On the other hand, assuming that keys are
inserted at the tail of a list, S is given by,

=) )/ G5
Here we have
k
'21 Sir=1.
=
N keys will be inserted in random order by
the insertion algorithm, so the probability that
any key will be located in the j-th position from
the head of a list with £ keys is represented as
follows. 1In case that keys are inserted at the
head of a list, the probability is given by

v s=wE G )/ G

40)/65)

and in the case of inserting at the tail of a list,
that probability also becomes 1/k. These results
suggest that the probability of each of the keys
being located in any position of a list is equal
whether keys are inserted at the head or at the
tail of a list.

In the analysis of the search algorithm, let p;
be the probability that the ;-th key inserted will
be retrieved, and let y,; be the probability that
the j-th key from the head of a list having % keys
is probed. The probability y,; can be expressed
using the probability S,

N
ykj:z‘Z:l Sik0: (9)

s
and 2} yu=1.
J=0

keys, and similarly (

I3
Here ZE) v=1 is proved as follows. First yg
J= .
=1 and y,=0 for £>0.
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Let gy be the probability that the A-th key
from the head of a list of any length is probed.
gwx 1s equal to the probability that the £-th key
from the head of a list of length % or longer is

probed. Hence, using the probability previously
introduced, the probability gu. is given by

N
q’Nk:JZ;z YirDns- (10)
Here
N N N
;:]0 QNk:kZO ;ZL YieDn;
N k&
=21 2 Yuibwn
i=0 10
N
=2 Dwn
£=0
=1.

Finally, we conceive the number of probes as
a random variable and its probability distribu-
tion in order to construct the evaluation formu-
lae for the search cost; we also attempt to derive
the average and the variance of the search cost
for both successful and unsuccessful search.

1) A successful search

In this case, there must exist at least one key in
a list for successful searching. The evaluation
formulae are thus represented as follows.

N N
Sv=2, quk/Z Dne
k=1 k=1
N N N
—ZAZatn/ B om OD
N N N
V=33 K 2 7w [ 2 b= Sk (12)

2) An unsuccessful search
In this case, either a list having no key is
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searched or all of the keys linked in the list are
searched. The following evaluation. formulae
are the same as the traditional ones.

§N=éo(k+8k)ka (13)
VN:go<k+8k>szk_Sl% (14)

5. Comparison of Both Analyses

In this section, the proposed analysis is
compared to the traditional one under the
assumption that the probability of frequency of
access on each key is equally likely. We only
discuss the successful searching case, since both
of the evaluation formulae of an unsuccessful
searching are identical.

From the above assumption, p; becomes 1/N,
(i=1,2, -+, N) independently, and then the
probability y;. of equations (11), (12) becomes
as follows, :

N

7jk:i21 Sirif;

=21 )G 1)/ (G7)

TNAE\E-1/\j—k j—1

-G/

J =1/ J

Thus, we can derive the following evaluation

formulae of Sy and Vy.
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. ala+1) B &
T30 —exp(—a) 4(1—exp(—a))
o (16)

The above evaluation formulae (15), (16) of
the average and the variance of the search cost
are represented concisely by the function of the
load factor « alone, but differ from the tradi-
tional equations (3) and (4). We shall dis-
cuss the reasons why these evaluation formulae
are different.

First, in the proposed analysis the number of
probes itself is regarded as a random variable
and its probability distribution is derived con-
cretely. On the other hand, in the traditional
analysis described in section 3, N keys are
equally scattered over M lists, and k; denotes the
number of keys on i-th list. The random

variable expressed by {(k‘;_l>+...

+<kM2+ 1)} / N denotes the number of probes
per key, that is, counting the total number of
probes to find all keys on A lists and then
dividing that by N keys. Here its probability
b N’ kM)/MN is the same as the
probability of Maxwell-Boltzmann statistics.®

From the above arguments, the difference is
caused by considering what the random variable
and its probability distribution are. Besides this,
it is important to emphasize that only lists
having more than one key in a list are probed for
successful searching in the proposed analysis but
this matter is not regarded in the traditional
analysis.

As a result, in particular the variance (4)
derived by the traditional analysis can not be
expressed in terms of the load factor ¢ alone. As
the table size M>1 and the number of keys N>
1, the variance becomes approximately 1/2M/,
that is, it is a function of the only M size table
and does not depend on the number of keys N,
so that the formula (4) can not evaluate cor-
rectly the actual behavior.

distribution (

6. Numerical Tests

The proposed evaluation formulae (11), (12)
can evaluate the search cost in accordance with
any probability distribution of the frequency of
access on a key. In the empirical tests, let us
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assume the following three probability distrib-
utions of the frequency of access on a key.

i) The probability of the frequency of
access' on each key is equally likely,
called “Uniform,” the probability p;
holds the relation po,=1/N, (=1, 2, ---,
N).

The proposed evaluation formulae (15),
(16) are compared to the traditional
ones (3), (4).

ii) The probability of the frequency of
access on a key is reduced in half
according to the order of inserting a key,
called “Binary,” the probability p; holds
the relation p;=c¢/2"*, (=1, 2, ---, N),
where ¢c=1/(2—2'"").

iii) The probability of the frequency of
access on a key is reduced harmonically
according to the order of inserting a key,
typically called “Zipf’s law,”?, the prob-
ability o, holds the relation p,=c/i, (i
=1,2, -, N) where ¢=1/Hy and Hy

N
is the harmonic number, H,\,=k2_1 1/k.

The numerical results with all three probabil-
ity distributions are shown in Table 1, provided
that keys are inserted successively at the head of
a list.

The numerical behavior mentioned above
shows that it is possible to evaluate the search
cost appropriately and consistently in accor-
dance with the frequency of access on a key by
the proposed analysis.

7. Conclusions

In this paper, we have analyzed mathemati-
cally the evaluation formulae of the average
number of probes and the variance of search cost
in consideration of the frequency of access on an
individual key for the separate chaining method.
The proposed evaluation formulae have been
compared to the traditional ones assuming uni-
form probing. As a result, the difference
between them has been indicated, and it has
been shown that this difference is caused by the
way in which a random variable and its proba-
bility distribution are defined.

Finally, it has been shown that the proposed
analysis makes it possible to evaluate exactly the
performance of the separate chaining technique,
and it also suggests how to analyze the algo-
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Tablel Comparisons of the search cost in a successful search under the consideration of the probability distributions.

(table size M =50)

Traditional analysis Proposed analysis
Number of key| Load factor i) Uniform i) Uniform ii) Binary iii) Zipfs law
() @ Sw Vy Sn Vi Sw Vi Sn Va
3)* (4) (15) (16) (11D (12) (11) (12)
25 0.5 1.25 0.0094 1.14 0.15 1.26 0.26 1.20 0.21
50 1.0 1.50 0.0096 1.29 0.35 1.59 0.63 1.45 0.52
100 2.0 2.00 0.0097 1.66 0.89 2.29 1.54 2.06 1.35
150 3.0 2.50 0.0097 2.08 1.63 3.13 2.59 2.78 2.39
200 4.0 3.00 0.0097 2.54 2.56 4.06 3.68 3.56 3.57
250 5.0 3.50 0.0097 3.02 3.65 5.02 4.75 4.38 4.85

*(k)denotes the evalution formula (k).

rithm taking account of the intrinsic nature of
the problem.
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