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Data Prioritization at Multi-user IoT Gateway
with Multiple Sensor Data Attributes
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Abstract: Nowadays, use of sensor-derived information for obtaining the significant knowledge in smart applications
is rapidly increasing in several contexts. One of the most popular problems is data sending from a sensor gateway to a
cloud service. It is likely that remote monitoring sites such as houses with elderly people in rural areas are connected
via resource-limited, unstable 2G/3G networks. Moreover, even in urban areas, it is desirable to reduce the volume
of sensor data based on the contexts of applications since each sensor usually continues to generate data regardless
of the application contexts and correlation among similar data. Sending all such data is quite inefficient as most of
the data is discarded without being utilized at the server. Considering those requirements to reduce the data volume
maximizing the satisfaction of requirements by applications, in this paper, we propose a sensor data prioritization
approach. The approach utilizes an MCDA (Multi Criteria Decision Analysis) technique called REMBRANDT to
aggregate requirements and to determine a single priority value over sensor data with different attributes. Through
a building management system case study, we have shown that our method can obtain higher satisfaction than naive

transmission strategies in practical situations.

1. Introduction

The Internet of Things is broadly utilized in a variety of appli-
cation such as health monitoring, product monitoring, structural
monitoring, smart appliance control and smart buildings [9], [10],
[11], [15], [16], [18]. Most of the above-mentioned applications
can be driven by up to petabyte scale of sensor data. However,
not only high volume of the collected values and their metadata,
sensor data also have variety and velocity [12]. As such a variety
of data is continuously generated from different types of sensors,
data should be delivered to a cloud service and be analyzed for
detecting some events. However, it is often likely that the ca-
pacity of communication link between a gateway at monitoring
field and a faraway server is limited. For example, from the pre-
vious work [17], the real-world system that the multi-application
server remotely controls the branch building in a rural area (near
Toyota city) have been developed and deployed. In the building,
3G network is available but it is not stable due to remote distance
between base stations and the mountainous area and causes some
losses of data.

Several researchers consider this link problem and try to work
out at the gateway side. Many of them focus on compression
techniques [1]. However, there are not so many studies that con-
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sider the “importance of values” according to the requirements of
applications and select data to be prioritized to meet the require-
ments. We concern the general fact that among the large amount
of data, not all but just some data is important. For example, in a
lighting control system of smart buildings, the data from move-
ment and occupancy sensors are mainly used while those from
temperature and heat detectors have no any effect. In a smoke
detecting system, the data of smoke and gas detectors which are
higher than the safety threshold are much more important than
the data with normal values. Bisdikian et al. have described the
concept of value assessment for WSNSs in term of Value of Infor-
mation (Vol) [2]. Vol is an “assessment” of the utility of infor-
mation (a kind of utility function) derived from Quality of Infor-
mation (Qol), which is the innate information property. In other
words, Qol is the original characteristics of sensor data such as
accuracy and coverage while Vol is the attribute which is deter-
mined later by Qol and usage context for ascribing sensor data.
For example, thematic relevance of the movement and occupancy
data will be assessed as high in lightening-control context but low
in smoke-detecting context. According to the assessed value, we
can numerically show that how different the importance of the
data from movement and occupancy sensors for lightening con-
trol system and the importance of that for smoke detecting sys-
tem. [2] has also presented a framework to determine Vol based
on a multi-attribute decision-making technique.

However, there is still an important issue to be concerned,
which has not been considered in the past literature. As stated
earlier, different sensors are used by different applications. In
addition, those applications may have different priorities among
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Fig. 1 Multi-user IoT Gateway

themselves and have a wide variety of requirements. For exam-
ple, some require timeliness of data, and some others need high
spatial resolution of sensor data instead of timeliness. Therefore,
it is desirable that the utility functions can explicitly consider
both application priorities and importance of values (Vol) in a
best-mixed way, and a framework is necessary to enable such
functions.

In this paper, we design a data prioritization system running
on a gateway of wireless sensor network (WSN) consisting of
IoT devices. The WSN may be deployed at a smart house, smart
building, or any other facility or area to monitor a variety of val-
ues such as temperature, humidity and human location. The gate-
way bridges the WSN and a remote server where different remote
applications (i.e. service providers) with different priorities may
issue different types of data requests over sensor data with mul-
tiple attributes. Similar to [2], we take one of the Multi-Criteria
Decision Analysis (MCDA) techniques for data-value evaluation.
However, we consider the following scenario where different ap-
plications (or users) may require the data with different attributes
(Fig. 1). In such a scenario, the gateway needs to aggregate all
the requirements and properties of data and to derive unified pri-
orities to be used to determine the priorities in the data queue of
the gateway, which is connected to the remote server via public
networks. To do so, we introduce the REMBRANDT method
[8] to assess the value of data based on requirements, while pre-
venting undesired phenomenon called rank reversal [5]. The as-
sessed value will be used as a condition for priority queue of the
gateway. In case that buffer queue exceeds the limit, the lowest
priority data will be thrown away.

We have introduced an example monitoring system as a prac-
tical case study, and the observed knowledge is applicable to our
real data collection system presented in [17]. We have shown that
our system can achieve the best satisfaction to the given require-
ments, among other prioritization policies.

Moreover, we also concern the practical case of the multi-user
system. Generally, each user can have a different kind of re-
quirements of sensor-data value. In addition, users among them-
selves may also have different levels of priority as well. For ex-
ample, in the smart building system, users who are responsible
for controlling switching device always have lower priority than
the ones who require data for security and safety application. So,
for supporting the multi-user case, we also proposed the process
for merging all user requirements into just one merged require-
ment with consideration of value definition in each requirement
and the different priorities between users.
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The rest of paper is organized as follow. Section 2 is about the
related work which mentions the existing compression solutions
and data prioritization. In this section, our contributions will be
settled as well. Our proposed system is introduced in Section 3
along with an illustrative example. Based on the example, we
set up the environment for simulation and show the results of the
performance evaluation in Section 4. Then several issues are dis-
cussed for future research direction in Section 5.

2. Related Work

To tackle the challenge of transferring the large amount of sen-
sor data over capacity-limited links, many efforts have been dedi-
cated so far. Each of those existing solutions can be implemented
at the origin like a gateway or sensors, in a middle medium, or
at the destination like a server. We focus on the first one, which
can further be categorized into two types. The first one is opti-
mization of data collecting, which is implemented at the sensors.
The second one is optimization of data sending, which is done
at a gateway. We are interested in the second type. Most of the
approaches on this type utilize compression techniques. In this
paper, we consider a different approach that can additionally be
used with those compression-based methods. Due to the varia-
tion of data values, we are more focusing on data prioritization.
In the followings, we will discuss the related work in detail.

2.1 Compression Solution

This kind of solution is to compress the data into small size by
encoding before sending and decoding back at the destination.
The efficiency can be evaluated in terms of size, time, and loss
of contents. One of known implementations of such compres-
sion techniques is Packedobjects (PO), which is a compression
library for XML with easiness of implementation, high reliabil-
ity, and acceptable efficiency. According to [1], with using PO
library, the data size will be reduced to only 8% of the original
size. The size of a POcompressed-XML sensor value is about 31
bytes. Moreover, the effect of latency and packet loss is signifi-
cantly low and the time of decompression is fairly low.

2.2 Data Prioritization in WSN

There are some data-centric communication systems which
manage resources by concerning the context of data [3], [6].
However, all data in the same stream are still fairly treated even
though their Vol are totally different. Instead of that, we would
like to use available resources, such as bandwidth and buffer size,
more properly concerned with data’s Vol. First of all, we must as-
sess the Vol of data referencing to user requirement. An existing
sensor-value-concerned paper [2] adopt one of the Multi-Criteria
Decision Analysis (MCDA) techniques called Analytic Hierar-
chy Process (AHP) [4] into their work for value assessment. Un-
fortunately, AHP confronts with a heavy criticism of undesired
phenomenon called rank reversal [5]. Later, the modified ver-
sion of AHP called REMBRANDT has been proposed in [8] for
preventing that phenomenon. So, we took this REMBRANDT
method into consideration for assessing sensor-data value in our
system at the first step. Then, the assessed value will be used as
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a condition for priority queue of the gateway. In case that buffer
queue exceeds the limit, the lowest priority data will be thrown
away.

According to the definition in [2], Value of Information (Vol) is
an assessment of the utility of an information product when used
in a specific usage context. The authors of [2] have also defined
the taxonomy of Vol attribute in sensor networks and present how
Vol depends on the quality characteristics of information (Qol)
with mentioning easily-derivable relations from Qol to Vol. For
a complex value such as information relevance, some researches
particularly study assessing functions [13], [14] which are out of
our scope. Though most of those approaches have focused on the
selection of sensor data with multiple criteria, there is no or just
a few research that apply the knowledge to the sending process
at the gateway like our proposed method.

2.3 Our Contributions

The main contribution of our work is to introduce the new fash-
ion of efficiency improvement dealing with the Value of Informa-
tion of sensor data. We exploit a MCDA technique for determin-
ing priority of each sensor data on Priority queuing feature of the
congestion management (QoS) at the sensor gateway. We pro-
pose a fast and flexible approach of score assignment in prioriti-
zation process by pre-calculating approach. We modify the orig-
inal fixed-alternative REMBRANDT algorithm to multiple gen-
eralized components (i.e. independent alternatives), and cache
the weight-per-alternative for each criterion. We also propose
a merging algorithm for multi-user support with high similarity
and correlation representing all user requests. Through simula-
tion experiments, we have shown the efficacy of our method in
terms of satisfaction values.

3. Proposed Method

3.1 System Architecture

As depicted in Fig. 1, our scenario is separated into two sides,
gateway side and online-server side, which are linked by the In-
ternet. An online server is stationed in urban area while a gate-
way and sensors are placed in the low-resource monitor field.
The server-attached resources are abundant while the gateway-
attached resources are limited. The limited resources in our con-
sideration mean low bandwidth of medium and small size of gate-
way buffer. Multiple applications (or users) may request different
kinds of sensor data from the server and each user has a different
priority. We note that our study does not involve the data col-
lection process from sensors as well as the query process at the
server.

The gateway in our system prioritizes the sensor data with its
value before sending. We introduce a distinctive concept to im-
prove the sending process of sensor data over capacity-limited
links. Our system is developed under the practically possible as-
sumption that we can differentiate the value of each sensor data.
We basically apply the REMBRANDT algorithm (explained in
the next subsection) for value assessment. However, we extend
a concept of “alternatives” (i.e. sensor value attributes). Instead
of fixed alternatives for all criteria, our criteria can have different
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sub-alternatives, and the final alternative is a combination of one
of the sub-alternatives from all criteria. This allows more flexible
specification of priority requirement from each application. The
main process of the selection system is the value-based selec-
tion process and the supplementary process for multi-application
scenarios is the request-merging process.

3.2 Multi-Criteria Decision Analysis and REMBRANDT
System

According to [4], Multi-Criteria Decision Analysis (MCDA
in short) is an analysis for making a decision among existing
alternatives against the considered criteria. MCDA techniques
are developed for handling large amounts of complicated infor-
mation in a consistent way. They are used for many purposes
such as identifying the most preferred option, ranking, bounding
list, and distinguishing acceptable possibilities. Related to our
study, among a number of techniques, we are interested in an
Analytical Hierarchy Process (AHP) technique. The AHP tech-
nique derives weights and scores based on pairwise comparison
between criteria and between options. We adopt the basic con-
cept of this technique because pairwise comparisons are easier to
determine and generally accepted. However, there are some crit-
icisms about the original AHP devised by Saaty [5]. The most
significant phenomenon is called Rank Reversal [5], [8]. There
are many methods that modify the original one to avoid or get rid
of this phenomenon. According to [8], the most effective one is
the REMBRANDT system.

The significant feature of a REMBRANDT system is a mul-
tiplicative version of AHP approach. It uses geometric mean in
the relative-value calculation instead of the arithmetic mean to
prevent rank reversal. The calculation can be summarized as de-
picted in Fig. 2. The first step is to change members in compari-
son matrices to REMBRANDT (6 j;) scale expressed as an expo-
nential function of the difference between the echelons of value
on geometric scale defined by Lootsma in [7]. The next step is
weight calculation. The REMBRANDT-scale members are fur-
ther transformed into logarithm scale as an exponential function
of itself multiplied by scale parameter using In V2 for criteria and
In2 for alternatives. Then, row-wise geometric means are trans-
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formed into values called weight. The last step is to aggregate
the final score. Since it is a multiplicative method, the final score
of each alternative (w;) is calculated by product function as in
(1),where wj; is the weight of alternative j of criteria i and O(i) is
the normalized weight of criteria i. The benefits of this method is
proven in [5].

wj = nwfim (1

i=1

3.3 Value-based Selection Process

There are four activating events related to this main process
as shown in Fig. 3. The first event is that an online server gets
a new request from an application. Such an application must
define criteria and corresponding alternatives, and then define
consistent comparison tables of them. Then the online server
will create a requirement according to the request to be sent to
the gateway. The requirement includes definitions for classifying
alternatives in each criterion and a reference score table. The ref-
erence score table contains a pre-calculated impact score, which
is a row-wise geometric mean powered by row-wise geometric
means of its parent criterion, pending at the weight calculation
step of the REMBRANDT system. The second activating event
is that sensors send their collected data to the gateway. After that,
the gateway classifies the data into one of the defined alternatives
for each criterion and continues the last step of calculation. Then
the gateway uses the results for prioritizing data in its sending
queue by using priority queueing feature of the congestion man-
agement. If there is a time-dependent criterion, the value is re-
calculated and the queue is resorted periodically. According to
priorities in the sending queue, the gateway sends higher-priority
data before the lower one when a link is available for data trans-
mission, and removes the lowest ones when a buffer is full.

3.4 Request-merging Process
Request-merging process is a supplementary process for multi-
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application support. In a multi-application system, there is more
than one different request from applications in step (al-a2) of the
main process (see Fig. 3). Before continuing the rest of main pro-
cess, the multiple requests must be merged into one request first.
The merging process is performed as depicted in Fig. 4. The first
step is calculating the final impact score of regrouped sets by our
modified REMBRANDT algorithm which supports flexible alter-
natives. We start with finding the regrouped sets of all requests in
criteria and alternatives. The regrouped sets consist of intersec-
tion sets between any relative sets and the rest of subtraction sets.
Note that the number of members in regrouped sets of criteria is
always one. Slightly different from the criteria, the alternative has
two types: set and range. Set-type alternatives can be handled ex-
actly in the same way as the criteria. For range-type alternatives,
we determine one continuous range as one set. Most operations
are similarly conducted for both types of attribute. Except for
minus operation, the leftover part from intersect operation will
be separated into two alternatives if the intersect range does not
include any edges of the range (i.e. the intersect range cuts inside
of the range). The next step is to reverse the final impact score to
a value in the REMBRANDT level. Because a final impact score
is mainly calculated from the geometric mean of alternatives, we
reverse it by using the transformation function of the final score

(f) as shown in (2).
_ In(f)
" In(2)

The last step is to create the merged comparison table. Each

r(f) @

member M;; of the comparison table (the comparative value of
alternative i and j) is the difference of values in REMBRANDT
level between alternatives i and j. One alternative table is mapped
onto one of the regrouped sets of criteria according to its previous
parent criterion. The merged comparison table of criterion and
all corresponding alternative tables is called a merged request.
Instead of multiple requests, we continue creating a requirement
in the third step of the main process with the merged request.

3.5 Illustrative example

To illustrate the concept of user request in terms of criteria and
alternatives, we give an example of user requests in the smart
building system. We pick up four applications as follows: HVAC,
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Table 1 Applications Comparison Table

Table 4 Switching-device request

Application | HVAC {\ir qual-  Switching  Security Criteria Thematic ~ Spatiality =~ Accuracy  Others
ARG - 'lty 2 7 Thematic 1 1 5 9
Air quality 1 1 3 1/3 Spatiality 1 1 5 9
Switching 1/3 1/3 1 1/5 Accuracy 1/5 1/5 1 3
Security 3 3 > ! Others 1/9 1/9 13 1
Table2 HVAC request Thematic Set 1 Others
Criteria Thematic Accuracy Timeliness  Others Set1={Movement&occupancy, Status} 1 9
Thematic 1 5 3 9 Others 1/9 1
Accuracy 1/5 1 5 9
Timeliness | 1/3 3 ! 3 Spatiality Set 1 Set 2 Others
Others 1/9 1/3 1/5 1 Setl=(45-60} 1 3 5
Set2={131-140} 1/3 1 3
Thematic Set 1 Others Others 1/5 13 1
Setl={Temperature&heat, Move- | 1 9
ment&occupancy}
Others 1/9 | Accuracy High Acceptable Low
High [0.8,1] 1 3 5
- Acceptable [0.6,0.8) 1/3 1 3
Accuracy High Acceptable Low Low [0.0.6) 15 13 1
High [0.8,1] 1 3 5
Acceptable [0.6,0.8) 13 ! 3 Table 5 Security-and-safety request
Low [0,0.6) 1/5 1/3 1
Criteria Thematic Spatiality  Accuracy Others
— - - Thematic 1 1 3 9
Timeliness High Meduim Low Spatiality ; 1 3 9
High ratio [0.7,—) 1 3 7 Accuracy 13 13 | 7
Medium ratio [0.3,0.7) 1/3 1 5 Others 1/9 1/9 17 |
Low ratio [0,0.3) 1/7 1/5 1
Thematic Set 1 Others
Table 3 Air-quality-and-window-control request
Set 1={Temperature&heat, Move- 1 9
Criteria Thematic Spatiality Accuracy Timeliness Others ment&occupancy, Smoke&gas, Status, Glass
Thematic | 1 1 5 3 9 break]
Spatiality | 1 1 5 3 9 Others 19 !
Accuracy 1/5 1/5 1 1/3 3
Timeliness | 1/3 1/3 3 1 5 Spatiality Set 1 Others
Others 1/9 1/9 1/3 1/5 1 Set 1={1-20, 151-160, 181-200} 1 9
Others 1/9 1
Thematic Set 1 Others
Setl={Movement&occupancy, Smoke&gas, Sta- | 1 9 Accuracy Extreme High  Acceptable Low
tus} Extremely High | 1 3 5 9
Others 1/9 1 [1,0.9]
High [0.8,0.9) 1/3 1 3 7
Spatiality Set 1 Set 2 Others Acceptable [0.6,0.8) | 1/5 173 1 5
Setl=(41-50] 1 3 5 Low [0,0.6) 1/9 1/7 1/5 1
Set2={81-100,121-130} 1/3 1 3
Others /5 13 1 air quality and window control, switching devices, and security
and safety. Each application defines a different kind of request
Accuracy High Acceptable Low and holds a different priority. Table 1 shows an application com-
High [0.8,1] 1 3 5 parison matrix where the priorities of applications are specified.
Acceptable [0.6,0.8) 1/3 1 3 We define criteria by using the Vol attribute taxonomy in [2].
Low [0,0.6) 1/5 1/3 1 Without any impact to our study, we assume that all sensor
data are from the trustworthy sensors and already in the com-
Timeliness High Meduim Low patible format. We use four criteria over the content of data
High ratio [0.7,—) 1 3 5 as follows: thematic relevance, spatiotemporal relevance, accu-
Medium ratio [0.3,0.7) 1/3 1 3 racy, and timeliness. We determine the thematic-relevance cri-
Low ratio [0,0.3) 1/5 1/3 1 terion by using the sensor types according to cross-tabulated
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smart building applications and sensors in [16]. For example, in
HVAC application, data from temperature-and-heat detectors and
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movement-and-occupancy sensors will have thematic-relevance
values higher than the others. For simplicity of the spatiotem-
poral criterion, we assume that all sensors are statically settled.
So, this criterion will leave just spatial dimension. Table 2 shows
HVAC application request. The request consists of a comparison
matrix of criteria, followed by those of alternatives. HVAC is an
application for providing indoor thermal comfort and acceptable
air quality. It normally concerns about three criteria as shown
in criteria table: Thematic, Accuracy, and Timeliness. Accord-
ing to the Saaty’s scale, the criteria table of HVAC request shows
that it give the priority of the thematic criterion more than that of
timeliness and that of accuracy in one step (i.e. somewhat more
important) and two steps (i.e. much more important) respectively.
As seen, for each criterion, their attributes are defined. For exam-
ple, the Thematic criterion consists of two alternatives, ’Set 17,
which represents the considered types of sensors including tem-
perature and heat and Movement and occupancy, and ”Others”
(i.e. the other types of sensors). The accuracy criterion has three
alternatives: “High”, ”Acceptable”, and “Low”. In particular, for
the accuracy criterion, alternatives are represented in the range of
a floating number valued from O to 1 (i.e. type-range alternative).
For the timeliness criterion, it is the most complex one. Differ-
ent from the first three criteria, which is statically measured from
the properties of data, this criterion dynamically changes over the
time. We define the timeliness value as a ratio of the number of
data that is selected and sent at the gateway to the number of gen-
erating data over a specific period of time. However, the delay of
sending and receiving at the gateway is omitted.

From the definition mentioned above, we create the input
requests, including application comparison table, HVAC re-
quest, Air-quality-and-window-control request, switching-device
request, and security-and-safety request. The last three applica-
tion requests are shown in Table [3.,4,5] respectively.

4. Experimental Results

We have used a network simulator Scenargie version 1.8 for
simulating our scenario. This is a commercial simulator. Its
powerful GUI and precise modeling of protocol sets are quite
beneficial to a variety of simulator users. We have implemented
the gateway-side computation (the value aggregation, sorting and
selection algorithms) in C++ and incorporated them into the sim-
ulator code. However, the server-side computation (the merging
algorithm) is implemented in Java considering future usage in
real systems.

4.1 Simulation setup

To evaluate our system, we have applied our method to the
smart building system described in Section 3.5 and set up the
significant inputs of the simulation including sensor data, appli-
cation requirements, resource constraints as follows.
4.1.1 Sensor Data

For the sensor data, the descriptions that are related to value
assessment consist of sensor IDs, types, sampling rates, and ac-
curacy. We generate data from five types of 200 sensors with
the same sampling rate (100ms~"). Each type has the same num-
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Table 6 Merged requirement

Criteria Accuracy Spatiotemp Thematic Timeliness
Accuracy 1 0.36 0.23 3.15
Spatiotemporal| 2.81 1 0.39 4.97
Thematic 4.37 2.56 1 6.53
Timeliness 0.32 0.20 0.15 1
Thematic

Glass break 1 0.18 036 027 036 4.58
Movement and occupancy 546 1 3.68 279 3.68 9.05
Smoke and gas 279 027 1 053 1 6.37
Status 368 036 189 1 1.89  7.26
Temperature and heat 279 027 1 053 1 6.37
Others 022 011 0.16 0.14 0.16 1
Accuracy

R: [0.0, 0.6) 1 0.26 0.17 0.15

R: [0.6, 0.8) 391 1 0.33 0.26
R:[0.8,0.9) 5.92 3.01 1 0.53
R:[0.9, 1.0] 6.81 3.90 1.89 1
Timeliness

R:[0.00.3) 1 0.25 0.17
R:[0.30.7) 4.02 1 0.33

R: [0.7 —] 6.03 3.01 1
Spatiotemporal

{131-140} 1 033 054 041 078 0.78 128

{1-20, 151-160, 181- | 3.00 1 2,14 1.57 272 272 3.29
200}

{41-44} 1.86 047 1 0.64 157 157 2.14
{45-50} 243 064 157 1 2.14 214 272
{51-60} 1.29 037 0.64 047 1 1 1.57
{81-100, 121-130} 1.29 037 0.64 047 1 1 1.57
Others 0.78 030 047 037 064 064 1

ber of sensors (i.e. 40 sensors for each type). The sensor IDs
are running numbers from 1 to 200 following this type order; (i)
temperature and heat, (ii) movement and occupancy, (iii) smoke
and gas, (iv) status and (v) glass-break. However, the sequences
of data are randomly shuffled. We randomly generated accuracy
for each sensor.
4.1.2 Application Requirements

A merged requirement consists of definitions for classifying
regrouped alternatives in each mapped criterion and a reference
score table of the merged request. An individual application re-
quest is defined in Section 3.5. After applying the merging algo-
rithm as described in Section 3, we obtain a merged requirement
and a score reference table as shown in Table 6 and Table 7, re-
spectively. We use this merged requirement as an input at gate-
way for making a selection decision in simulation. Except for
the timeliness criterion where the values for selection decision
should lead the current low values to higher values, we define a
function f of the current value x to a special value for the selec-
tion process by using the highest impact alternative (HIA) and
the lowest impact alternative (LIA) as shown in (3).
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Table 7 Score-reference table of merged requirement

Criteria Alternatives Score
Movement and occupancy 3.043
Status 1.658
Thematic Smoke and gas 1.225
Temperature and heat 1.225
Glass break 0.668
Others 0.198
{1-20, 151-160, 181-200} 1.306
{45-50} 1.166
{41-44} 1.041
Spatiality {81-100, 121-130} 0.930
{51-60} 0.930
{131-140} 0.879
Others 0.830
R: [0.9,1] 1.288
Accuracy R: [0.8,09) 1.172
R: [0.6,0.8) 0.949
R: [0,0.6) 0.698
R: [0.7,—) 1.125
Timeliness R: [0.3,0.7) 1.017
R: [0,0.3) 0.874

Scatter diagram of prioritized sequences from
the original requirements (x) and ones from the merged requirement (y)

600
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400

Cosine similarity 0.995
Degree 84.2

Pearson's correlation | 0.979
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100

0
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Sequence by overall requirement

Fig. 5 Similarity and correlation of merging algorithm
score(HIA) — score(x)

f(x) = score(LIA) + (€))
score(x)

4.1.3 Resource constraints

We define the buffer size in term of the number of sensor data.
We varied the available bandwidth related to the amount of in-
coming data per second from 200 sensors. To send all incoming
data, the gateway requires a bandwidth at least 512 kbps in this
case study. Therefore, we used the variation of bandwidth as fol-
lows: 128, 256, 384, and 512 kbps with unlimited buffer size, and
determine the buffer size as the values starting from 100 to 800
with unlimited bandwidth.

4.2 Simulation Results

Our results are all in term of satisfaction values. The satis-
faction value is defined as a percentage of the final score over
the highest possible value calculated from a requirement. It will
be 100% when the sensor data contain values which match to the
highest-score alternative for all criteria. Sending all data does not
mean the satisfaction value will become one which reflect the fact
that not all generated data are needed. We compared our method
to the traditional First-In-First-Out method (Non-Criteria: NC)
and the method that uses only the-highest-impact criteria (Top-
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Fig.7 Accumulated graph over satisfaction values when bandwidth is low

Criterion: TC). According to the similarity and correlation result
shown in Fig. 5, which uses a set of all possible combinations of
alternatives in all criteria as an input instead of a randomly gen-
erated one, a merged request can provide a prioritized sequence
that has 0.995 (84.2°) of cosine similarity and 0.979 of Pearson’s
correlation to one that is derived from the original application re-
quests with priority consideration. So, we can use the merged
requirement for representing overall original requirements.

For the variation of bandwidth result, see Fig. 6. Without
consideration of buffer size, we can see that our Multi-Criteria
(MC) selection method results in significantly a higher satisfac-
tion value compared to the others in the low bandwidth situation.
All averages of satisfaction values using TC reside between that
of using NC and MC. However, when bandwidth becomes larger,
all methods converge to the same value at the situation that the
bandwidth is sufficient for sending all data (512 kbps).

When looking at a low-bandwidth condition (128kbps), Fig. 7
shows the number of sensor data in each range of satisfaction
value with an accumulated line. The growth of an accumulated
line for the non-criteria method is low at a high value and high at
a low value while the accumulated line of multi-criteria method
has a high growth in a high value until moderate and then keeps
flat in low. The growth trend of the top-criteria method is similar
to that of the multi-criteria method, but, it is a little bit slower at
the middle value.

See more detail in the result of the low bandwidth scenario,
Table 8 shows the results of first three data which was sent to the
server for each method. Note that the Data ID (DID) refers to
the order of the data assigned by the counter at the gateway and
SID is an abbreviation of Sensor ID. Obviously seen from the
value of these first coming data, Multi-criteria method can se-
lect the data with the value higher than both top-criterion method
and non-criteria method especially the latter one. Numerically,
from the average value of the first three data, the value of data
from multi-criterion method is higher than the top-criterion data
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Table 8 First three data which sent to the server when limiting bandwidth
at 128 kbps for each method

Multi-criteria method

DID SID  Sensor Type Accuracy Time | Value
44 45 Movement&occupancy 0.8 0.1 63.16
107 50 Movement&occupancy 0.8 0.1 63.16
79 43 Movement&occupancy 0.8 0.1 56.42

Average value = 60.91

Top-criterion method

DID SID  Sensor Type Accuracy Time | Value
199 76 Movement&occupancy 0.7 0.1 36.41

159 57 Movement&occupancy 0.8 0.1 50.36
158 54 Movement&occupancy 0.6 0.1 40.76

Average value = 42.51

Non-criteria method

DID SID  Sensor Type Accuracy Time | Value
0 175 Glass break 0.7 0.1 7.99

1 148 Status 0.8 0.1 24.52
2 141 Status 0.9 0.1 26.94

Average value = 19.82

Averaged satisfaction value of discarded data related to
the overall of all original requirements over variation of buffer size
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Buffer size (the number of sensor data)

Fig. 8 Discarded satisfaction values over variation of buffer size

up to 43.29% and about 3 times of that of the data from non-
criterion method. It may be noticed that all of the first three data
of both Multi-criteria method and Top-criterion method contain
only one sensor type, Movement&occupancy, while non-criteria
method provide many types of sensor data. This is caused by the
score of this type of sensor is much higher than the others about
2 times. However, different from the top-criterion, the multi-
criteria method still gives a chance for the data from the sensors
with other types to be sent to the server if they have higher score
for other criteria even in this low bandwidth situation.

Then, we provide a sufficient bandwidth and evaluate the dis-
carded values with a variation of buffer size. As shown in Fig. §,
the averages of discarded satisfaction values using multi-criteria
are always less than that of others. In the same trend of the band-
width variation, the results of using top-criterion method always
reside between those of multi-criteria and non-criteria methods.
In addition, for having criteria-concerned, we observe that the
larger size the buffer has, the lower average value it will be lost.
For more detail when the buffer size is low, the bar graph in Fig. 9
shows the comparison between the gained value and the dropped
value. The worst method, non-criteria, causes the gained value
nearly same as the dropped value. For the multi-criteria and
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top-criterion methods, both of them have high gained-values and
low dropped-values. Nevertheless, we do not recommend the
top-criterion method even it seems to result in high efficiency.
Obviously seen in the case where the top criterion is not time-
dependent criterion, some data are possible to be in a starva-
tion state. With the simulation given in this paper where the
top-criterion is thematic, the selected data on the low bandwidth
condition mostly contain one type, movement-and-occupancy,
which is the highest-impact alternative. Moreover, according to
the numerical value, we have also found that using multi-criteria
method always gain better value and loss lower value compared
to the results from the top-criterion method.

5. Discussion

There are many researches and theories about recommendation
systems. However, only a few studies that applied them for send-
ing process in WSNss. It is still open to study more about utilizing
those well-known techniques. For improvement of user satisfac-
tion, instead of assessing the value of each data like us, another
option is assessing the value of each sensor. This option may
reduce the complexities of data selection and bandwidth man-
agement. However, assessing the overall value in sensor level
may loss some benefit from value inside of the sensed value. So,
tradeoff between the importance of satisfaction and complexity
should be concerned.

Our system can be further applied with other optimization
techniques including data compression, event-driven system.
Those techniques mostly consider only one requirement from one
user while our system concerns more about multi-user scenario.
Data compression techniques can be applied before sending se-
lected data while event-driven techniques can be applied when
collecting sensor data before selection. There can be more than
one event from more than one user. With our proposed method,
the results matched to those specific event will be prioritized.

Even though users do not have to think about the absolute
value for the attributes for each criterion, they still have to define
the comparison values between each attribute and each criterion.
This may be a limitation for implementing our system in the en-
vironment that users are not allowed to define the requirement
directly to the system (e.g. in shared sensor network system).
We are now considering additional feature that can generate a
requirement, compatible to our system, automatically. However
it still allows users to send some feedbacks, in direct or indirect
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way, for adaption during operating period.

In addition, from the last scatter diagram, our merging algo-
rithm still has a gap between the plot points and a trend line in
the middle sequence. In the future work, we plan to find out more
appropriate transformation function which still be less complex
but more precise.

6. Conclusion

In this paper, we have introduced an approach to improve ef-
ficiency in term of application satisfaction in sending the large
amounts of sensor data over a limited link. As an additional ben-
efit to the well-researched compression techniques, we have pro-
posed a data selection system based on the values of data for in-
creasing satisfaction of multiple applications that utilize the sen-
sor data. Application users can specify the desired data and then
the data that meet user demand will be selected and sent back
to the user faster. Moreover, in the case that availability of re-
sources is so low that some data must be discarded, using our
method can prevent the desired data in high priority. We have
introduced a MCDA technique called REMBRANDT and evalu-
ated the satisfaction values of our method compared to two naive
methods. The results show that our method significantly obtains
higher satisfaction values and discards lower values. In addition,
to support multi-user system, we proposed merging process for
merging multiple requests of users into one. We have evaluated
the merging algorithm by comparing the prioritized sequences
generated from the original requests and from the merged re-
quest. They have a high cosine similarity and high Pearson’s
correlation. This fact has shown that our method can be applied
to multi-application scenarios.
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