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A Study on Optimization Techniques for Memory Hierarchy of GPUs
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GPU has been widely accepted in HPC because high performance can be attained by programming envi-
ronments such as CUDA and OpenCL, which are based on conventional programming languages including C,
C++ and Fortran. However, it is pointed out that GPU programming is difficult because complex memory
hierarchy of GPUs as well as parallelism must be taken into account for performance tuning. We present
optimization techniques for programs such as changes of order of accessing array elements and live range
analysis for variables can be utilized in GPU programming and demonstrate performance tuning for several
examples.
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