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Exact and Heuristic Methods for Network Completion for
Time-Varying Genetic Networks

Natsu Nakajima1,a) Tatsuya Akutsu1,b)

Abstract: A biological system maintains its functions against internal and external perturbations, leading to topolog-
ical changes in the network with varying delays. To understand the flexibility of biological networks, we propose a
novel approach to analyze time-dependent networks, based on the framework of network completion. In this report,
we present a novel completion method for time-varying networks based on a double dynamic programming technique
to detect change time points and required modifications. Although this method allows us to guarantee the optimality
of the solution, it has low computational efficiency. In order to resolve this difficulty, we developed a heuristic method
for reducing the computation time of minimum least-squared errors. We demonstrate the effectiveness of our proposed
methods through computational experiments using synthetic data and microarray gene expression data.

1. Introduction

Gene regulatory networks play important roles in cells and
maintain organism functions through protein production, re-
sponse to the external environment, and control of cell divi-
sion processes. Therefore, deciphering gene regulatory network
structures is important for understanding cellular systems, which
might also be useful for the prediction of adverse effects of new
drugs and the detection of target genes for the development of
new drugs. Many existing studies have focused on the use of
gene expression profiles and these network models mostly as-
sume that the topology of the network does not change through
time, whereas the actual gene regulatory network might dynam-
ically change its structure depending on time, the effects of cer-
tain shocks, etc. Recently, many reverse engineering tools have
been proposed, which can reconstruct time-varying biological
networks based on time-series gene expression data. Yoshida et
al. [1] developed a dynamic linear model with Markov switching
that represents change points in regimes that evolve according to
a first-order Markov process. Fujita et al. [2] proposed a method
based on the dynamic autoregressive model. This model extends
the vector autoregression (VAR) model, which can be applied
to the inference of non-linear time-dependent biological corre-
lations such as dynamic gene regulatory networks. Robinson and
Hartemink [3] proposed a model called a non-stationary dynamic
Bayesian network, based on dynamic Bayesian networks, which
allows inference from data generated by non-stationary processes
in a time-dependent manner. Lèbrel et al. [4] also introduced the
autoregressive time-varying (ARTIVA) algorithm for the analysis
of time-varying network topologies from time-course data gen-
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erated from different processes. This model adopts a combina-
tion of reversible jump Markov chain Monte Carlo (RJMCMC)
and dynamic Bayesian network (DBN), in which RJMCMC is
used for the detection of change time points and the resulting net-
works, and DBN is used to represent causal interactions among
genes. Thorne and Stumpf [5] presented a method to model the
regulatory network structure between distinct segments with a set
of hidden states by applying the hierarchical Dirichlet process
hidden Markov model [6], including a potentially infinite num-
ber of states and a Bayesian network model for estimating rela-
tionships between genes. Rasool and Bouaynaya [7] presented a
new method based on constrained and smoothed Kalman filter-
ing, which is capable of estimating time-varying networks from
time-series data, including unobserved and noisy measurements.
The dynamics of genetic modules are represented as a linear-state
space equation and the observability of linear time-varying sys-
tems is defined by imposing sparse constraints in Kalman filters.
Ahmed et al. [8] proposed an algorithm called Tesla with ma-
chine learning, which can be cast in the form of a convex opti-
mization problem. The basic assumption in this method is that
networks at close time points do not have significant topological
differences but have common edges with high probability, in con-
trast, networks at distant time points are markedly different. The
regulatory networks are represented by Markov random fields at
arbitrary time intervals.

In our recent study, we proposed a new method DPLSQ, for
the analysis of time-independent networks, called network com-
pletion [9], [10], in which the minimum amount of modifications
are made to a given network so that the resulting network is most
consistent with the observed data.

This report presents two novel methods for the completion and
inference of time-varying networks, DPLSQ-TV and DPLSQ-
HS. DPLSQ-TV is an extension of DPLSQ [10] such that it
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can detect the change time points at which the network struc-
ture changes. Since the additions and deletions of edges are
basic modifications in network completion, we need to extend
DPLSQ so that these operations can be performed at several time
points. In DPLSQ-TV, required modifications and change points
are detected by a novel double dynamic programming algorithm
in which the outer loop is used to detect change points and the
inner loop is used to identify static network structures between
the corresponding time intervals. Although DPLSQ-TV provides
an optimal solution in polynomial time if the maximum indegree
is bounded by a constant, the degree of the polynomial is not low,
which prevents the method from being applied to the completion
of large-scale networks. Therefore, we further propose a heuristic
method DPLSQ-HS, to reduce the computation time by imposing
a limit on the number of combinations of incoming nodes.

We evaluate the performance of our methods through compu-
tational experiments using synthetic data and microarray gene ex-
pression data from the life-cycle ofD. melanogasterand the cell-
cycle ofS. cerevisiae.

2. Method

We assume that there existm time points (1,2, · · · ,m), which
are divided intoB+ 1 intervals: [1, · · · , c1 − 1], [c1, · · · , c2 − 1],
· · · , [cB, · · · ,m], whereB indicates the number of change points.
A different network is associated with each interval. We assume
that the set of genes does not change, therefore, only the edge
set changes according to the time interval. LetV = {v1, · · · , vn}
be the set of genes. LetE be the initial set of directed edges (i.e.,
initial set of gene regulation relationships), andE0,E1, · · · ,EB be
the sets of directed edges (i.e., the output), whereEi denotes the
edge set for thei-th interval.

Then, the problem is defined as: given an initial network
G(V,E) consisting ofn genes,N time-series datasets, each of
which consists ofm time points forn genes and the positive in-
tegersh,w, andB; infer B change points (i.e.,c1, c2, · · · , cB) and
complete the initial networkG(V,E) by addingh edges and delet-
ing w edges in total such that the total least-squared error is min-
imized. This results in the set of edgesE0,E1,, · · · ,EB at the
corresponding time intervals (seeFig. 2). It is to be noted that if
we start with an empty set of edges (i.e.,E = ∅), the problem
corresponds to the inference of a time-varying network.

2.1 Model of Differential Equation and Estimation of Pa-
rameters

We assume that the dynamics of each nodevi are determined
by the following differential equation:

dxi

dt
= ai

0 +

d∑
j=1

ai
j xi j +

∑
1≤ j<h≤d

ai
j,hxi j xih + biω, (1)

wherevi1 , · · · , vih are incoming nodes tovi , xi corresponds to the
expression value of nodevi , andω denotes random noise. The
second and third terms of the right-hand side of the equation rep-
resent the linear and nonlinear effects to nodevi , respectively (see
Fig. 1) [11].

In practice, we replace the derivative of Eq. (1) by the differ-
ence, and ignore the noise term as follows:

Fig. 1 Dynamicsmodel for a node. The expression level ofvi is determined
by the correlation between other genes (i.e.,vi1 , · · · , vid ). ai

1,2 is a
coefficient corresponding to cooperative regulation byvi1 andvi2 .

xi(t + 1) = xi(t) +

ai
0 +

d∑
j=1

ai
j xi j (t) +

∑
1≤ j<h≤d

ai
j,hxi j (t)xih(t)

 .
(2)

Then, the parametersai
js andai

j,hs are estimated from these
time-series data by minimizing the following objective function
(i.e., the sum of least-squared errors) for each nodevi :

m∑
t=1

∣∣∣∣∣∣∣∣yi(t + 1)−
yi(t) +

ai
0 +

d∑
j=1

ai
jyi j (t) +

∑
1≤ j<h≤d

ai
j,hyi j (t)yih(t)



∣∣∣∣∣∣∣∣
2

.

(3)

2.2 Completion by Addition and Deletion of Edges
We present a new method for network completion of time-

varying networks by the addition and deletion of edges [11].
Letσh j , w j , j [p,q] denote the minimum sum-of-squared error for

the time interval betweenp andq when addingh j edges toe−
(
v j

)
and deletingw j edges frome−

(
v j

)
as below, where the added and

deleted edges must be disjointed.

σh j , w j , j
[
p,q
]
= min

j1, j2, ..., jhj

j′1, j
′
2, ..., j

′
w j

{
S j

e−(v j )−{v j′1
, v j′2
, ..., v j′w j

}∪{v j1 , v j2 , ..., v jh j
}
[
p,q
]}
,

(4)
where{v j′1

, v j′2
, . . . , v j′w j

} is the set of deleted edges frome−(v j).
We constrain the maximumh j andw j to the small constantsH
and W and letσh j , w j , j [p,q] = +∞ if h j > H , w j > W,
h j − w j + |e−

(
v j

)
| ≥ n, or h j − w j + |e−

(
v j

)
| < 0 hold. Then,

the problem is stated as

min
c1<c2<···<cB

h0+h1+···+hB=h
w0+w1+···+wB=w


B∑

i=0

min
h1+h2+···+hn=hi

w1+w2+···+wn=w
i

 n∑
j=1

σh j , w j , j [ci , ci+1 − 1]


 .
(5)

Here, we defineD[h, w, i, p,q] as

D[h, w, i, p,q] = min
h1+h2+···+hi=h
w1+w2+···+wi=w


i∑

j=1

σh j , w j , j
[
p,q
] . (6)

The elements ofD[h, w, j, p,q] can be computed by

D[h, w,1, p,q] = σh, w, 1
[
p,q
]
,

D[h, w, j + 1, p,q] = min
h′+h′′=h
w′+w′′=w

{
D[h′, w′, j, p,q] + σh′′ , w′′ , j+1

[
p,q
]}
.

(7)
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Fig. 2 Overview of the network inference for time-varying genetic networks. Inference (i.e., completion
starting with the null network) of time-varying structure during each time interval. This example
corresponds to the case ofN = 1, n = 3, B = 2, m= 12. The change points arec1 = 5 andc2 = 9.

Next, we defineE[h, w, b,q] as

E[h, w,b,q]

= min
c1<c2<···<cb

h0+h1+···+hb=h
w0+w1+···+wb=w


b∑

i=0

min
h1+h2+···+hn=hi

w1+w2+···+wn=w
i

 n∑
j=1

σh j ,w j , j [ci , ci+1 − 1]


,
(8)

where b is the number of change points andcb+1 − 1 = q.
E[h, w, b,q] can be computed by the following DP algorithm:

E[h, w, 0,q] = D
[
h, w,n,1,q

]
,

E[h, w, b,q] = min
p∈{1,··· ,q−1}

h′+h′′=h
w′+w′′=w

{
E
[
h′, w′,b− 1, p

]
+ D[h′′, w′′,n, p,q]

}
.

(9)

3. Heuristic Method

Although the exact method, DPLSQ-TV, is guaranteed to find
an optimal solution in polynomial time, the higher degree poly-
nomial prevents it from being applied to the completion of large-
scale networks. The reason why DPLSQ-TV requires a lot of
CPU time is that least-squared errors are calculated for each node
by considering all possible combinations of incoming nodes and
taking the minimum value of them. Therefore, we propose a
heuristic algorithm DPLSQ-HS, to improve the computational ef-
ficiency by relaxing the optimality condition. In order to improve
the computational efficiency, we impose an upper limit on the
number of combinations of incoming nodes. Although DPLSQ-
HS does not guarantee an optimal solution, it allows us to re-
duce the computation time of computing of the minimum least-
squares.

3.1 Schematic illustrations of DPLSQ-HS
Although DPLSQ-HS can be applied to completion by adding

and deleting edges, we schematically show the procedure only
for additions of edges, because we impose an upper limit only
on the number of adding edges. In particular, we have developed
DPLSQ-HS, which contributes to reducing the time complexity,
by imposing the constraint on the number of combinations of

incoming edges to each node. InFig. 3, the diagram indicates
that, for each nodevi , we maintainM combinations ofh incom-
ing nodes withM lowest errors at theh-th step. LetSh

i denote
the set ofM combinations computed at theh-th step forvi . At
the h-th step, for each combination{vi1 , . . . , vih−1} ∈ Sh−1

i where
i1 < i2 < · · · < ih−1, we calculate the least-squared error for each
v j such thatj > ih−1 is theh-th incoming node tovi . The calcu-
lated least-squared errors are sorted in ascending order, the top
M values are selected, and the corresponding combinations are
stored inSh

i .

3.2 Algorithm
In the following, we give a detailed description of the algo-

rithm to computeσh, i [p,q] in DPLSQ-HS, whereσh, i [p,q] does
not necessarily mean the minimum value, and the meaning of
‘Step’ is different from that in Section 3.1.
Step 1: For each period [p,q], repeat Steps 2-7.
Step 2: Let S0

i = {∅} for all i = 1, . . . ,n.
Step 3: For i = 1 ton do Steps 4-7.
Step 4: Repeat Steps 5-7 for each nodevi from h = 1 toh = H.
Step 5: For each combination{vi1 , . . . , vih−1} ∈ Sh−1

i and
each nodev j such that j > ih−1 ( j > 0 if h =

1), calculate the least-squared error for theh edge set
{(vi1 , vi), . . . , (vih−1 , vi), (v j , vi)}.

Step 6: Sort the obtained least-squared errors in ascending or-
der and select the topM combinations, which are stored in
Sh

i .
Step 7: Let σh, i [p,q] be the minimum least-squared error

among these topM combinations.
The other parts of the algorithm are the same as in DPLSQ-TV.

4. Results and Discussion

We performed computational experiments using both
synthetic data and microarray expression data. All exper-
iments were performed on a PC with an Intel Core(TM)2
Quad CPU (3.0 GHz). We employed the liblsq library
(http://www2.nict.go.jp/aeri/sts/stmg/K5/VSSP/installlsq.html)
for the leastsquares fitting method.

3ⓒ 2015 Information Processing Society of Japan

Vol.2015-MPS-103 No.65
Vol.2015-BIO-42 No.65

2015/6/25



IPSJ SIG Technical Report

？

𝑣𝑖

𝑆𝑖
1

𝑣𝑖

𝑆𝑖
1

？

𝑆𝑖
2

𝑣𝑖

𝑆𝑖
1

𝑆𝑖
2

？

𝑆𝑖
3

ℎ = 1 ℎ = 2 ℎ = 3

𝑣1

𝑣𝑛

Fig. 3 Schematicillustrations of the definition of the topM combinations. This is an example that the
case ofM = 3 andh ≤ 3. LetSh

i denote the set ofM combinations computed at theh-th step. At
theh-th step, for each combination{vi1 , . . . , vih−1} ∈ Sh−1

i , we calculate the least-squared error for
eachv j such thatj > ih−1 as ah-th incoming node tovi .

4.1 Completion Using Synthetic Data
In order to evaluate the potential effectiveness of DPLSQ-TV

and DPLSQ-HS, we start with network completion for time-
varying networks using synthetic data. We test our performance
in terms of detecting change time points that the sum-of-squared
errors are minimized. We employed a randomly generated net-
work consisting 10 genes as an initial networkG, and three dif-
ferent networksG1, G2 andG3 generated by randomly adding and
deleting edges from the initial network. In this method, for each
nodevi with d input nodes, we considered the following model:

xi(t + 1) = xi(t) +

ai
0 +

d∑
j=1

ai
j xi j +

∑
1≤ j<h≤d

ai
j,hxi j (t)xih(t) + biω

 ,
(10)

whereai
js andai

j,hs are constants selected uniformly at random
from [−0.5,0.5] and [−0.05,0.05], respectively. For the details of
the artificial generation of the observed data, refer to [11].

As for the time-series data, we generated an original dataset
with 30 time points including two change pointsc1 = 10,c2 = 20,
which is generated by merging three datasets forG1, G2 andG3

[11]. We conducted computational experiments by DPLSQ-TV
and DPLSQ-HS in which the initial networkG was modified by
randomly addingh0 edges and deletingw0 edges per node, result-
ing in G1, G2 andG3 using the default values ofh0 ≤ 2, w0 ≤ 2
andH = W = 2. We evaluated the performance of two methods
in terms of the accuracy of modified edges, the time point errors
for time intervals, and the execution time for completion (CPU
time). Furthermore, in order to examine how CPU time changes
as the size of the network grows, we generated networks with 20,
30, 40 and 60 genes by making 2, 3, 4 and 6 copies of the original
networks. We examined observation error levels of 0.05, 0.1, 0.3
and 0.5 for each of which we took the average time point errors,
accuracies, and CPU time over 10 random modifications.

The accuracy is defined as follows:

h+ w +
B∑

i=0

(∣∣∣Ei ∩ E′i
∣∣∣ − |Ei |

)
h+ w

, (11)

whereEi andE′i (i = 0,1, · · · , B) are the sets of edges in the orig-
inal network and the completed network in each time interval,
respectively. This value is 1 if all the added and deleted edges
are correct and 0 if none of the added and deleted edges is correct
[11]. The time point error means the average distance between
the observed and estimated values for change time points and is
defined as

1
B

B∑
i=1

∣∣∣ci − c′i
∣∣∣ , (12)

wherec′i (i = 1,2, · · · , B) are estimated change points. As for the
execution time, we show the average CPU time.

The results of the two methods are summarized inTable 1. As
can be seen from this table, the time point errors are almost zero
regardless of the network size and the level of observation er-
rors. In addition, we are able to observe that the CPU time using
DPLSQ-TV rapidly increases as the size of the network grows,
but on the other hand, the CPU time by DPLSQ-HS increases
gradually in case that the size of the network is more than 20. In
particular, the DPLSQ-HS algorithm is nearly 4− 5 times and
8 − 10 times faster than the DPLSQ-TV algorithm in case of
40 and 60 genes, while maintaining reasonably good accuracy.
Hence, DPLSQ-TV and DPLSQ-HS can accurately detect change
time points and that they can complete given networks by mod-
ifying the edges with relatively good accuracy if the error levels
are not very large.

It must be noted that DPLSQ-HS worked reasonably fast even
for n = 60 although DPLSQ-TV took about 40000 seconds
per execution. However, the accuracies on DPLSQ-HS became
around 0.3 even if the observation error level was low (i.e.,
oi = 0.05/0.1). Therefore, DPLSQ-HS has limited applicabil-
ity with respect to the accuracy of modified edges, although it
may still be useful for networks withn = 60 if the main purpose
is to detect change time points.

In addition, we carried out another experiments with vary-
ing parameters (one experiment per parameter) in order to ex-
amine the relationship between the number of change pointsB

and the maximum number of added and deleted edges for each
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Table 1 Result on completion with synthetic data

(a) Using DPLSQ-TV

Observation errorlevel
0.05 0.1 0.3 0.5

n = 10
Time pointerror 0.00 0.00 0.00 0.00

Accuracy 0.464 0.474 0.401 0.329
CPU time (sec.) 102.211 121.340 135.762 119.680

n = 20
Time pointerror 0.00 0.00 0.00 0.00

Accuracy 0.347 0.332 0.326 0.324
CPU time (sec.) 1721.682 1392.793 1427.215 1380.156

n = 30
Time pointerror 0.00 0.00 0.00 0.00

Accuracy 0.325 0.317 0.248 0.245
CPU time (sec.) 5263.687 4389.434 4114.544 4174.860

n = 40
Time pointerror 0.00 0.00 0.00 0.00

Accuracy 0.366 0.315 0.246 0.253
CPU time (sec.) 10993.607 10658.169 10631.024 10702.756

n = 60
Time pointerror 0.00 0.00 0.00 0.00

Accuracy 0.330 0.329 0.287 0.280
CPU time (sec.) 59413.264 44507.814 36793.397 35799.802

(b) Using DPLSQ-HS

Observationerrorlevel
0.05 0.1 0.3 0.5

n = 10
Timepointerror 0.00 0.00 0.00 0.00

Accuracy 0.363 0.464 0.393 0.308
CPUtime (sec.) 71.399 86.104 94.550 84.207

n = 20
Timepointerror 0.00 0.00 0.00 0.00

Accuracy 0.338 0.286 0.289 0.275
CPUtime (sec.) 463.798 456.222 478.047 474.031

n = 30
Timepointerror 0.00 0.00 0.00 0.00

Accuracy 0.343 0.279 0.211 0.239
CPUtime (sec.) 795.251 1277.968 1323.173 1308.003

n = 40
Timepointerror 0.00 0.00 0.00 0.00

Accuracy 0.342 0.278 0.224 0.272
CPUtime (sec.) 1865.118 2149.137 2224.621 2315.528

n = 60
Timepointerror 0.00 0.00 0.00 0.00

Accuracy 0.341 0.334 0.249 0.330
CPUtime (sec.) 3947.643 4397.677 4547.498 4384.758

node,H andW on the least-squarederrors. The resulting sum-
of-squared errors (i.e.,E[. . .]s) for DPLSQ-TV are 3.105, 3.321,
3.518, 2.451, and 2.651 for (B,H,W) = (2,1,1), (3,1,1), (4,1,1),
(2,2,2), and (2,4,2), respectively. From this result, the use of
largerH, W resulted in smaller least-squared errors. It is reason-
able that more parameters resulted in better least-squares fitting.
However, use of largerB did not result in smaller least-squared
errors. It may be because addition of unnecessary change points
increases the error if an enough number of edges are not added. It
must be noted that although the least-squared errors are reduced,
use of largerH, W is not always appropriate because it needs
much longer CPU time and may cause overfitting.

Finally, we also compared our results with those obtained by
the ARTIVA algorithm [4], which is an accessible tool for the
inference of time-varying networks. We applied ARTIVA to the
synthetic datasets that were generated in the same way as for our
proposed methods. The results show that ARTIVA can only de-
tect one change point among three change points regardless of
the level of the observation error [11], where ARTIVA does not
uniquely detect change points but output probabilities of change
points.

4.2 Inference Using Real Data
We tested the performance of DPLSQ-TV and DPLSQ-HS us-

ing two types of microarray data measured during the cell-cycle
of S. cerevisiaeand the life-cycle ofD. melanogaster, and also
compared our results with those obtained using the ARTIVA al-
gorithm.

The first microarray dataset is the expression time-series col-
lected by Spellman et al. [12]. We selected 10 genes associated
with part of the cell-cycle network extracted from the KEGG
database [13]. As for time-series data, we combined and em-
ployed four sets of time-series data (alpha, cdc15, cdc28, and elu)
in [12] that were obtained in four different experiments with 71
time points including three change time points.

The second microarray dataset is the time-series taken from
Arbeitman et al. [14], which contains the expression levels of
4028 genes. We selected 30 genes (TFs) comprised of TFs cas-
cade [15] and used the datasets with 67 successive time points
spanning four distinct stages: embryonic (31 time points), larval

Table 2 Result on inference of change points inS. cerevisiaedata

ci

(Correctanswer)
c′i

(DPLSQ-TV)
c′i

(DPLSQ-HS) ARTIVA

i = 1 25 25 25 24
i = 2 40 40 40 −
i = 3 56 56 56 60

CPUtime (sec.) 12359.57 2689.49 −

Table3 Resulton inference of change points inD. melanogasterdata

ci

(Correctanswer)
c′i

(DPLSQ-TV)
c′i

(DPLSQ-HS)

i = 1 31 19 19
i = 2 41 31 31
i = 3 60 42 42

CPUtime (sec.) 59789.33 11039.48

(10 time points),pupal (18 time points), and adulthood (8 time
points) in theD. melanogasterlife-cycle, which includes three
change points [11]. In this experiment, we used the default val-
uesH = 3, W = 0 andH = 2, W = 0 for the cell-cycle data and
the life-cycle data, respectively.

Since the actual time-varying networks still remain unclear, we
only evaluated the time point errors and the average CPU time.

Table 2 and Table 3 show the results for the time point er-
rors and the CPU time, wherecis are values of change point in
the original data andc′i s are estimated values. As can be seen
from Table 2, there seems to be no difference between the results
of DPLSQ-TV and DPLSQ-HS, which can correctly detect the
change points where the network topology changes. Moreover,
the CPU time required for DPLSQ-HS is about 4 times faster
than that needed for DPLSQ-TV. The analysis ofD. melanogaster

shows that both methods can reasonably detect the change points
as listed in Table 3. At first glance, readers may think that the er-
rors are large at all change point positions. However, both meth-
ods could almost exactly detect two change points, excluding the
case ofi = 3. From the point of view of computational time,
DPLSQ-HS appreciably outperforms DPLSQ-TV, it runs about
5 times faster than DPLSQ-TV. Therefore, DPLSQ-HS allows us
to decrease the computation time considerably. These results sug-
gest that, in many cases, DPLSQ-HS can be expected to provide
nearly-optimal solution at least for change time points and a con-
siderable reduction in computational time.

Next, in comparative analysis with ARTIVA, we employed
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Table 4 Comparative experiment for the inference of change points

ci

(Correct answer)
c′i

(DPLSQ-TV)
c′i

(DPLSQ-HS) ARTIVA

i = 1 − 19 19 18 - 19
i = 2 31 31 31 31 - 33
i = 3 41 42 42 41 - 43
i = 4 60 56 56 59 - 61

CPU time (sec.) 1213444.45 26988.79 −

both microarraydatasetsand attempted to identify the change
time points. The results from the yeast microarray data are shown
in Table 2. Unlike our inference, ARTIVA could detect nearly
precisely two change points, 24 and 60, among three change
points, but the second could not. Lèbrel et al. [4] also exam-
ined the number of identified change points withD. melanogaster

data. According to this validation, it has been reported that
the time intervals 18− 19, 31− 33, 41− 43 and 59− 61 contain
more than 40% of all change points. The results are summa-
rized in Table 4. ARTIVA appears to have slightly better with
respect to the inference of change points than our proposed meth-
ods. However, ARTIVA does not detect change time positions but
determines time intervals at which the network topology might
change. Therefore, DPLSQ-HS is more suited for the detection
of change time positions at all time points.

4.3 Discussions and Conclusion
We addressed the problem of network completion for time-

varying genetic networks from time-series data and proposed two
novel methods for solving this problem. Based on the idea of
DPLSQ, we developed DPLSQ-TV such that it can perform the
modification operations at several time points. In order to de-
tect the change time points and sets of modified edges in network
completion, we developed two different types of double DP al-
gorithms. The first algorithm DPLSQ-TV, is intended for exact
completion and inference of time-varying networks. Although
DPLSQ-TV allows us to guarantee the optimality of its solution,
it suffers from computational inefficiency as the size of the net-
work grows. In order to improve the computational efficiency
of DPLSQ-TV, we developed an heuristic method DPLSQ-HS,
to reduce the time complexity of calculating least-squared errors
by imposing a limit on the number of combinations of incoming
nodes. We showed that each of these two methods works in poly-
nomial time if the maximum indegree is bounded by a constant.

The results of computational experiments reveal that the two
methods can detect change points almost precisely and can infer
the modified edges with reasonable accuracy. DPLSQ-TV can
be expected to provide wide range of applications not only in
network completion but also in network inference. Additionally,
DPLSQ-HS allowed us to give a relatively good performance in
terms of change point detection with reduced time complexity.
These results indicate that, in many cases, DPLSQ-HS also en-
ables us to provide near-optimal solutions without increasing the
time complexity.

The issue to be tackled is to take into account the relationship
betweenGi andGi+1. AlthoughGi andGi+1 are inferred inde-
pendently from the original networkG by the proposed methods,
there should be some strong relationship between them. There-

fore, such an extension is also important future work.
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