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Networking Architecture for Multimedia Services on
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In this paper, we present and discuss a networking architecture model that is built on a
Distributed Processing Environment (DPE) for multimedia services suitable for high speed
networks such as B-ISDN, for the flexible and rapid introduction of services. In this model, the
applications are deployed as units of software building blocks. Each building block provides
a layered view for the effective management and control of the multimedia network resources
and services according to the concept of TMN and TINA. For the purpose of flexible service
provision to users and effective service introduction by service providers, this architecture
proposes the adoption of ad hoc service building blocks such as a video on demand building
block and a CSCW building block. This paper also proposes a naming structure for the
management of user profiles and session profiles using a directory service system, and an
effective control model for multimedia logical device objects using a stream process approach.
The proposed model is implemented on a DPE platform that provides various transparencies,

ANSAware.

1. Introduction

Users’ needs for new multimedia services are
rapidly increasing. Many multimedia service
systems!)~%) have been proposed. But those
systems are for current network environments.
The concept of current network environments is
supposed not to be rapidly copying with users’
requirements due to too much dependence on
network elements (e.g., ATM switch) to intro-
duce new services. So there is currently consid-
erable interest in developing an architecture to
flexibly interconnect multimedia applications.
Major research in this area includes Telecom-
munications Information Networking Architec-
ture (TINA)®), Information Networking Archi-
tecture (INA)®), and so on. These network-
ing architectures provide solutions for critical
business problems by enhancing the environ-
ment of the existing networks to handle mul-
timedia communication and multimedia infor-
mation, resulting in the reduction of delays and
costs in the introduction of networking services.
But, since the contents of these deliverable doc-
uments!!)13):19):20) on the introduction of new
services are not complete yet, we present here
some extensions. For example, TINA does not
deal with the cases in which computational ob-
jects (in this paper, we call a computational
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object a “building block”) for special services
have some amounts of information related to
services and interactively use that information.
TINA also does not describe interactions be-
tween two session managers (in this paper, it
corresponds to group call building block and
ad hoc service building block) that have differ-
ent session characteristics (e.g., one for video
conferencing and the other for computer sup-
ported cooperative work). Therefore, we espe-
cially propose the adoption of special purpose
computational objects, ad hoc service building
blocks. These building blocks have open inter-
faces with general purpose building blocks to
provide potential connectivity and to enable an
environment to be capable of flexible multime-
dia service provision and the rapid introduction
of new multimedia services. This modeling ar-
chitecture also has the objective of promoting
the modularity and portability of applications.

In this architecture, the service, connection
and resource management functions specified
by TMN7)18) and TINA®:11)13) are achieved
by the cooperation of logically distinct build-
ing blocks and servers. If we classify and assign
those building blocks according to their roles,
the group call building block, the connection
control building block and transport networks
belong to service/network providers, and ter-
minals including the group call agent building
block which plays a managing role of Video On
Demand (VOD) server, for instance, are oper-
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ated by information providers. Ad hoc service
building blocks belong to the service providers’
domain.

We implemented this architecture on a Dis-
tributed Processing Environment (DPE), which
provides a uniform execution environment for
distributed applications in order to take advan-
tage of distribution transparencies defined in
the Reference Model for Open Distributed Pro-
cessing (RM-ODP)!?),

In the remainder of this paper, Section 2
addresses the overall networking architecture
we propose. Following this, Sections 3 and 4
explain how to manage the user and session
profiles and discuss signal interaction between
building blocks, respectively. A QoS negotia-
tion mechanism is discussed in Section 5. Sec-
tion 6 describes a scenario for introducing a new
service. A multimedia terminal architecture is
discussed in Section 7, and realization and eval-
uation are contained in Section 8.

2. Networking Architecture Overview
on DPE

The main purpose of the design of the net-
working architecture on DPE is to allow the
support of applications on a heterogeneous col-
lections of systems, permitting these systems to
be arbitrarily distributed. The networking ar-
chitecture for multimedia services we propose is
composed of several functional building blocks
on a DPE in order to support the flexible service
provision based on a high speed transport net-
work. Our architecture as a TINA-like exten-
sion model can more flexibly accommodate new
services by adopting ad hoc service building
blocks which service providers prepare accord-
ing to particular service requirements. The sim-
ple view of our system is shown in Fig. 1, de-

Configuration of networking architecture.

scribing the interaction between network com-
ponents (building blocks, servers, network ele-
ments, etc.).

A group call building block plays an acti-
vation role for a service. It links the users
of the service together so that they can inter-
act with each other and share service entities.
This provides operations that allow users to join
and leave a service session. For certain ser-
vices it may also offer operations to suspend
and resume involvement in a service. Con-
nection management, which is performed by a
connection control building block, is a service-
oriented abstraction of connections in the trans-
port network. A connection control building
block maintains the state of the connections of
a particular service session, such as communi-
cation paths, end-points and quality of service
(QoS) characteristics. The purpose of this con-
cept is to separate out different concerns and
to promote distribution of functionality. The
separation of call and connection sessions sup-
ports the distinguishing of activities of the call
session from the set of connections that exist.
There are two essential reasons for this split.
Firstly, not all services supported by a call ses-
sion will require the use of the transport net-
work. In these cases, services will be provided
by the group call building block. Secondly, even
if a service establishes connections on the trans-
port network, other activities may be taking
place, and the users may be involved; there is
not necessarily a one-to-one correspondence be-
tween those that are involved in a service and
those that have transport connections as part
of the service.

2.1 Service Session Management

A group call agent building block (GCA BB)
which is responsible for user’s terminal service
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session provides a customized view to a user. A
GCA BB coordinates the activities of a graph-
ical user interface (GUI), a multimedia control
building block (MMC BB) and a group call
building block (GC BB). This building block
receives abstract requests from a GUI or a GC
BB. Then, to realize the requests, the GCA
BB issues control messages in a format that a
GC BB or a GUI can understand, and sends
those messages to the GC BB or the GUI For
the purpose of reserving the local terminal re-
sources, the GCA BB issues a request to an
MMC BB before it sends a message to the GC
BB. The GCA BB manages the terminal re-
sources and performs QoS negotiations for the
connection of each medium with the network.
The GCA BB can notify to a user through
the GUI if other processes want to use ter-
minal resources that the user is using. Some
message types for multimedia conferencing
are: Call_request, Add_member, Join_member,
Add_service, Delete_service, Delete_member,
Close_call and Drop_member.

The GC BB which manages a service ses-
sion for the network side receives and analyses
user requirements (adding or deleting an end-
point, and requesting retrieval, etc.) received
through the GCA BB, manages the user pro-
files, and represents states of the present call
(or session profile). User and call states include
the participants of the current session, the ses-
sion name, call ownership, call initiating time,
QoS level for each medium and the bandwidth
of the user’s contract. The results of analysis
based on the messages invoked by the originat-
ing endpoint are passed to the Connection Con-
trol Building Block for establishing a communi-
cation connection. If the terminating endpoints
are not in the network managed by the local GC
BB, the originating GC BB sends the user’s re-
quirements to the terminating or intermediate
GC BBs corresponding to other endpoints. If a
GC BB receives a user’s requirement for a spe-
cial purpose service, it passes the user’s mes-
sage to an ad hoc service building block. A GC
BB corresponds to a user agent, subscription
manager and service session manager for nor-
mal calls (e.g., phone call, video conferencing
call) in the TINA context!!).

2.2 Connection Control and Manage-

ment

The connection control building block (CC
BB), which manages connections establishes,
modifies and releases the connections requested

Networking Architecture for Multimedia Services on a DPE 441

- . e

=

Fig. 2 Logical connection graph for multimedia
resource control.

through a GC BB. A CC BB enables the trans-
fer of the logical address to the physical ad-
dress. Also, this manager manages the infor-
mation about the network’s topology. Using
the topology information, a CC BB provides
the optimal routing as well. For the purpose of
effective resource control, this manager adopts
an object oriented approach. In the TINA con-
text, this manager plays the role of communi-
cation session manager, connection coordinator
and connection performer.

Multimedia resource control model: In
order to help flexibly generate new objects
and effectively manage the connection, and ef-
fectively meet users’ requirements, we present
a multimedia resource control model. This
scheme prepares several controlling objects so
that the managed objects (MOs) can handle
real resources in the ATM fabric. The managed
objects that control network elements are in-
directly controlled through management proxy
for these objects. Those objects are described
in Fig. 2 by using a logical connection graph.
The objects we defined for multimedia con-
nection are multicaster, mixer, link, QoS con-
verter, endpoint, and so forth. As an example,
if a CC BB is requested to establish a three-
party audio connection from a GC BB, the CC
BB first creates the objects, then connects end-
points and the mixers/multicasters. Finally,
the mixers and multicasters are connected to
each other. Accordingly, using this scheme, the
request of multipoint-to-multipoint connections
for each service type (e.g., audio, video, mes-
sage, delivery service) from a GC BB can be
flexibly constructed by controlling the logical
objects. Especially, if it is necessary to supply
the different QoSs copying with the request of
a user and the terminal capability, this scheme
can use the QoS converter.
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2.3 Ad Hoc Service Management

In this paper, we propose a type of interac-
tions between two different session managers.
Ad hoc service BB is one of session managers.
It has standard interfaces to a group call build-
ing block as a general purpose session manager.
An ad hoc service BB is used to provide special
purpose services such as VOD, home shopping,
computer supported cooperative work (CSCW)
to users. This building block should be pro-
vided by a service provider. Therefore, the
service/network provider that manages general
purpose building blocks has to prepare a stan-
dard interface between the GC BB and ad hoc
service BBs to promote the development of spe-
cial purpose services. Ad hoc service BBs can
be categorized into two classes: the dedicated
class which is maintained during the entire ses-
sion life time (e.g., for CSCW) and the semi-
dedicated class which is just maintained while
selecting a service (e.g., for VOD, home shop-
ping). Each ad hoc service BB manages the spe-
cial purpose service subscriber’s information,
the contents of service and its domain to sup-
port the user’s selection service, the cooperative
work domain, and so forth. Additionally, the
signal flows for explaining interactions between
ad hoc service BB and GC BB is described and
depicted in Section 4 and Fig. 5, respectively.

3. The Management of Information
for User and Session Profiles

In our architecture, we use a Distributed Di-
rectory System (DDS)'4), ITU-T Rec. X.500,
for managing user and session profiles. This
system provides an open environment to access
the DIB because it is standardized by ITU-T.
Therefore, users’ information can be shared be-
tween different carriers if they have contracts
with each other. Below, we briefly discuss the
directory system and apply it to our architec-
ture, then propose a naming structure for man-
aging multimedia sessions.

3.1 Directory Service System

Primarily, the X.500 directory provides a
mapping facility from a user-oriented name to a
machine-oriented name which preserves the in-
formation of the objects in the real world. The
user-oriented name can be mapped to several
characteristic objects which have meaning in
control and management in the virtual and real
worlds. Namely, given the name for an object,
we can easily retrieve and modify the attributes
of the object, and create or delete subordinate
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objects and their attributes.

In this paper, we present an example that
elaborates our proposed networking architec-
ture. The detailed description for naming ob-
jects will be the next sub-section. The DDS
is composed of Directory User Agents (DUAs)
and Directory System Agents (DSAs), and in-
cludes the Directory Information Base (DIB).

e DUA: Each user is represented in access-
ing the DUA, which is considered to be an
application process. DUAs may also pro-
vide a range of local facilities to assist users’
queries and interpret the responses.

e DSA: This is an OSI application process
belonging to the directory. It provides ac-
cess to the DIB (described below) for DUAs
and/or other DSAs. The directory can
be distributed over an arbitrary number of
DSAs. Each DSA is responsible for a sub-
set of entries in the DIT (Directory Infor-
mation Tree). This fragment of the DIT
is called the naming context of that DSA.
A DSA may use information stored in its
local database or interact with other DSAs
to carry out requests.

e DIB: The contents of a DIB describe both
static and dynamic aspects from the per-
spective of network management and ap-
plication work.

In Fig.1, the directory servers (DIR SRs) are
interconnected in the intracarrier and intercar-
rier domain to allow access by a DUA to infor-
mation that is being managed by remote DSAs.

3.2 Naming Structure of Entries

In our proposal, a DDS is used for construct-
ing the user and session profiles used in a phone
call, a conferencing call and the other services.
As a client for a DSA, the DUA requests nec-
essary information for a DSA. The DSA holds
static and dynamic information. The static in-
formation involves those objects whose contents
are rarely changed during an operation. Ex-
amples of such information are objects related
to some addresses and objects’ attributes (e.g.,
user name). The information that is related
to an address is called the “user profile”. This
profile is created when a user subscribes to use
a network. On the other hand, objects that
change very frequently are dynamic informa-
tion. Examples are call identification and state
in use of a network resource. This information
is called a “session profile”. This profile is cre-
ated during a session and deleted with the close
of the session. We constructed the DIT in or-
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der to make the two profiles that are described
above. The DIT structure is shown in Fig. 3.
ADD_CL, ADD_SUB_CL and User_address en-
tries are static information not to be changed
during a session operation. Those entries are
components that construct a user profile and
are composed according to the ITU-T number-
ing plan (E.164). The Call.id, a subordinate
entry of User_id and the Medium_id entry com-
pose a session profile. In the figure, a user has
multiple call identities which have only meaning
in one user address.

Each call identity is composed of several me-
dia (audio, video, data, etc.) and a medium has
multiple users’ information. The definition of
information to be managed by media identities
(Medium_id) is summarized as follows:

in_QoS

Medium_type! = Membe”out_QoS
+FMember2in"305 ...+ Me"“’e’"i,"uf&f,s
Medium_type2 = Memberll’:;gais
+Member2z;:l'38is 4+ Membernz:;&gis
(1)
Medium.typen = Memberli;:l‘t?gis
+Member2i::;38is 4ot Memberni)t—t?(gis

An in_QoS and an out_QoS mean a user’s
incoming and outgoing QoS levels, respec-
tively. In case of delivery on demand ser-
vice, the delivery server’s in_QoS value would
be ‘none’ because a video server has outgoing
channels to provide delivery service. The n in
Medium_typen and Membern are determined

User address
user_name
max _audio qos level
max_video_qos _level
. max data qos level
bandwidth

[ Callid=17\
Accessibility
Ownership
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[ Call_id=n "\
Accessibility
Ownership
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medium_ type=audio|| medium type=datal|. medium type=video

Fig. 83 Structure of DIT for directory system.
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by a user’s terminal capability and a network
provider’s policy, respectively. So, the above
definition can deal with both symmetric and
asymmetric characteristics. The CC BB uses
this information for establishing the connec-
tions.

4. Signal Interaction between Building
Blocks

In this section, we discuss the interaction
of signal messages. The signaling protocol
which is adopted in our architecture is shown
in Fig.4. This signaling procedure does not
include that for using ad hoc service BBs. The
signaling flow related to ad hoc service BBs
is described in Fig.5. In this figure, the sig-
nal messages designated by bold italic type are
added for ad hoc services. The GC BB differ-
entiates whether a required call is a phone call,
normal conferencing call or a call for ad hoc ser-
vices. In those two figures, o and ¢t stand for the
originating and the terminating building block,
respectively.

In our architecture, QoS negotiation is car-
ried out in 2 phases. The first phase is achieved
by negotiation between GC BBs based on users’

GCAo GCo DSo CCo cet DSt Get GCAt
(\ caureq () N N N N N N
InfoRead
InfoRes
CallProc CallReq Callind
Locaipies | CallRes CallRes
CaliCnt ConReq ConNego
ConReq ConCnt
ConAck Conlnfo ConR
ConAck
1 intoReg I | ’>
",ddMemborRe_q AddMemberReq
InfoRead H I l
AcdMediumReq nfoRes ” _‘: o
nReq
CallCloseReq CalCloseReq A
CaiiCloseCn CallCloselnd
InfoDelete J InfoDelete
v;
Fig. 4 Signal flow for conferencing call of proposed
architecture.
GCAo GCo DSo ad hoc CCo
r" CallReq N N
i InfoRead
CallProc | InioRe
AdHocReq
AdHocRes
) AdHocCallReq
AdHocCallProc
d U ConReq
\Vj

Fig. 5 Signals added for ad hoc service.
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contracts and terminal capabilities, the second
one is performed between CC BBs for the pur-
pose of checking the availability of network re-
sources. The detailed description of the QoS
negotiation mechanism is discussed in next sec-
tion. Additionally, a mapping of our protocol
on DPE to B-ISDN signaling of ITU-T requires
further study.

5. QoS Negotiation Mechanism

There are some recent studies?!)22) of QoS
negotiation mechanisms. But those are not
considered service session level QoS negotiation
mechanisms. We realized a novel QoS negoti-
ation mechanism that considers service session
level based on the networking architecture pro-
posed in this paper, as shown in Fig. 6.

The negotiation is accomplished in two do-
mains, user and network domains. In the user
domain, a user initiates a call in idle state
by setting up users’ and members’ QoS re-
quirements using QoS level selection buttons
as shown in Fig.10. Then, the local terminal
checks QoSs of resources to learn whether the
QoS for each medium is available or not in its
terminal. If those are available, it reserves re-
sources corresponding to required QoSs. The
network domain has two levels, service session
and connection, to perform a QoS negotiation.
The service session level that is managed by GC
BBs checks users’ subscriptions for use of the
network resources and services. If negotiation
between all participants including caller is suc-
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£ S—l up the user's", ® §
‘ E . QoS requirement’ § 2
o =l
N i o
2 “"Check local e
= \ available vesource/ £ 8
by .
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i 8 8 77 T F‘W
xY el BT, A - 1
‘ g A Fail / Negotlate QoS between global™, § i
& T - 1 connection managers and | —
2. \ reserve network resouces
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g . Translate QoS per connection ;
[=4 S —
i § Ty

) ,; Active e Close _

Fig. 6 QoS negotiation management mechanism.

Mar. 1996

cessful, the negotiation is moved to the connec-
tion level. At this level, the mechanism negoti-
ates QoS's between global connection managers
(i.e., CC BBs), and reserves network resources
for connections. Then, it translates the cus-
tomized QoS to the presentation of transport
network’s QoS. One of the most important fea-
tures of this QoS negotiation mechanism is that
can save network resources by adopting two lev-
els of QoS negotiation. For example, if a session
level QoS negotiation fails, it does not progress
toward the connection level QoS negotiation to
reserve network resources for establishing con-
nections.

6. Scenario for Introduction of New
Services

We describe an ad hoc service BB which plays
a role as VOD service agent. This building
block is called VOD BB in the remainder of this
paper. As an agent, a VOD BB has the func-
tionality to provide, to users for whom it has
the subscription profile, contents available from
the information providers or other VOD BBs,
the agents’ characteristic information, and so
on. The VOD BB is simply added by adopting
interfaces defined between a GC BB and an ad
hoc service BB as described in Section 2. The
control and management of the video delivery
server is not discussed in this paper. Using the
proposed architecture, a service by VOD BB
is introduced as follows: We assume that the
local GC BB can directly access the VOD BB
without passing to another GC BB and every
BB uses a trader for importing the reference
interface that is needed to access another BB.
The configuration of the scenario is illustrated
in Fig. 7.

D A GCA BB requests to the network (GC
BB) to receive VOD agent services, for exam-
ple, video selection service.

@ The GC BB sends a request message to
a VOD BB that provides the decision-making
service for which video to choose.

Legend
stream
e connections

——m Operational
connection

Fig. 7 Scenario for receiving a video delivery service.
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@ After a VOD BB checks accessibility to
use its service, it sends a message to the GC
BB for setting up connections that support the
interaction between the user and the VOD BB,
and the the GC BB sends a message to the CC
BB to establish the connections Q' shows the
connections) for supporting the user’s interac-
tive service. If a user selects a service based
on the information provided by an agent of the
VOD BB, the related parameters for connec-
tions (video server address, video name, QoS
for selected service, etc.) are sent to the GC
BB.

@ The local GC BB performs QoS negoti-
ations with a remote GC BB that manages a
video delivery server and with the video deliv-
ery server through the remote GC BB.

® If the response from a remote GC BB is
that a video delivery server is available, the lo-
cal GC BB requests the establishment of con-
nections to the CC BB.

® The CC BB that received the connection
request from the GC BB checks whether the re-
sources chosen through VOD BB by the user,
and the last result determined through the ne-
gotiations in (§), are available or not. If the
resources are available, the CC BB negotiates
with the other CC BB in order to establish con-
nections.

@ If network elements’ resources as a result
of negotiation between CC BBs are available,
each GC BB sends a connection request mes-
sage for creating terminal resources and con-
necting to networks.

After the completion of connections, ser-
vice from the video delivery server is provided
to a user.

For the second example of an ad hoc service
BB, we describe a CSCW BB that is used for
network resource management. The operation
scenario is same as the scenario adopted for the
VOD BB except the CSCW service does not use
the stages after @) for receiving service streams.
We prototyped the CSCW BB using the pro-
posed networking architecture.

7. Multimedia Terminal Architecture

The multimedia terminal mechanism for
managing multimedia resources and users’ re-
quirements uniformly treats the various types
of multimedia resources as logical devices. To
realize this mechanism, we adopted GCA BB
and MMC BB in the multimedia terminal. We
described GCA BB in Section 2. In this section,
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we discuss MMC BB. MMC BB is a functional
manager that manages the resources for a ter-
minal. This manager receives control messages
from a GCA BB, prepares necessary device ob-
jects, and manipulates those objects. There are
several classes of device objects.

Connection model of MMC BB: An
MMC BB is composed of 2 levels. The lower
level handles data between Device Objects
(DOs). The higher level manages all DOs. A
DO sends the data to the lower level of the
MMC BB as an UpStream, then the DO re-
ceives the data from the MMC BB as a Down-
Stream. By this principle the MMC BB directly
controls the data flow, and the problem of syn-
chronization between media can be solved using
this principle. The management of the stream
that is described in the last part of this section
is performed in the higher level of the MMC
BB.

Device object: An MMC BB creates, con-
nects and controls DOs. DOs are classified ac-
cording to the kinds of media involved and their
functions. Logical devices such as windows and
files also can be handled as DOs. Using these
principles, the MMC BB can manage the ter-
minal resources uniformly. DO classification is
as follows:

o (Classification by means of input/output

function

- Source class: DO class generating infor-
mation

- Sink class: DO class consuming the infor-
mation

e Classification by kind of media
- Audio class, Video class and Data class
(not continuous data)

The concept of stream process: An
MMC BB manages a set of DOs that are im-
mediately related as a “stream process”. The
control messages that are sent by a GCA BB
mostly are handled as a stream process. There
are some reasons why we adopted the idea of
stream process:

o Generally, a set of DOs related to the same
data stream are operated in the synchro-
nization state. For such kinds of DOs,
the operation for controlling DOs normally
does not need to be performed on an indi-
vidual DO. So, after DOs are connected to
each other, operations on a stream process
can be performed effectively.

e The set of DOs that belong to the same
data stream is required to be scheduled by
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)

®

[

GC BB accesses to CC BB using yyy

Fig. 8 Procedure using trader to establish connection.

Table 1 Example C++ listing for stream process.

// Creation of device object
DefaultMic mic(100);
DefaultSpeaker spk(100);

// Connection of device object
mic.Connect(&spk);

// Creation of stream process
Stream stream(15);

// Registration device objects to stream process
stream.AddDevice(&mic);
stream.AddDevice(&spk);

// Request of resource reservation to all device
objects
// Registered to stream process
if ( stream.Open() == mmcFalse){
cerr € “Open Failed\n”;
exit(1);

// Resource reservation and waiting for
stream.Block TillOpen();

a predefined procedure; for example, from
source to sink for simplicity of operation.
In order to achieve this, we introduced the
concept of stream process.

Operation commands on a stream process in-
clude add, close, start, stop and resume. The
group of DOs that must be synchronized is de-
fined as a stream process. A programming ex-
ample consisting of a stream process for effec-
tive management of DOs is shown in Table 1.
To enhance execution performance of the MMC
BB, mixers and multicasters on the network

CW

o
—_CCL ]
ALQQ

minds L n
r_ansa H _%
——

L{ GCn

GCA1
Bmcra
Hpodemagrs]{gca GCA3

GCA4
4 master | —{traderTool |

Fig. 9 Trader contexts in proposed architecture.

side, we used a thread!%).
8. Realisation and Evaluation

The architecture we proposed in this paper is
implemented on an ANSAware environment!%).
The service components were registered in a
trader with service types and interface refer-
ences. We now explain how to pass a message
between building blocks as shown in Fig. 8.

@® A GC BB and a CC BB export their own
interfaces to the trader. 3 A GCA BB imports
from the trader an interface reference (InRef) to
request service to the GC BB using the InRef.
@ A GCA BB sends a message to a service ac-
cess point to the GC BB using the InRef that is
imported from trader. @ If a GC BB needs to
establish a connection using the operation mes-
sage of ConReq, it imports an InRef using the
service type CC. ® Then, the GC BB accesses
the CC BB using the InRef. Trader contexts
used in our architecture are shown in Fig.9.
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Fig. 10 Demonstration view for video conferencing.

Table 2 Result of measurement operation on entries.

Functionali Average Access Time
nctionality DAP LDAP
read_entry 64.233 ms N/A
add_entry 414.638ms | 319.271ms
modify_entry | 423.368ms | 325.993 ms
delete_entry 399.121ms | 307.527 ms

Also, if we adopt the process of Fig. 8, the pro-
cessing time for importing two InRefs (interface
references) in video conferencing is about 20.2
ms. Recently, there is considerable interest in
developing a real time DPE platform. There-
fore, the performance of processing time using
trader shall be rapidly improved.

The directory system used for managing
user/session profiles by the GC BB made use
of ISODE/QUIPU!?. Especially, in order to
incorporate the DUA function into our system,
we implemented DUA functionality using a pro-
cedure call provided by ISODE/QUIPU. A ses-
sion profile in the DIT (described in Section 3.2)
can be flexibly changed during operation.

In Table 2, we show the results of time mea-
surement taken to read and modify entry infor-
mation and to add or delete an entry. This mea-
surement was performed on a SUN SPARCsta-
tion 4. The read_entry function affects a user’s
service time. On the other hand, the other func-
tions are not related to a user’s service time. To
enhance these processing times, we could use

the LDAP (Lightweight Directory Access Pro-
tocol)!®) proposed by the ISODE consortium.
By adopting this protocol in our architecture,
performance was enhanced about 24% in com-
parison with DAP.

Since current small commercial ATM fabrics
don’t provide a media mixing function, we used
a TCP/IP transport network for flexible con-
trol of the audio mixing function and the media
multicasting function that we implemented by
software.

To prove the usefulness of the ad hoc ser-
vice BB, we constructed a CSCW BB. The
demonstration views for the video conferenc-
ing and the special purpose network manage-
ment that are realised using a CSCW BB as
an ad hoc service BB are shown in Fig. 10 and
Figs. 11-13, respectively. These demonstra-
tion views (Figs.11-13) illustrate group work
for the effective management of a permanent
virtual path (VP) as a leased line. In these
figures, an agent manages the network infor-
mation and deals with users’ requirements that
modify the bandwidth and path of the VP con-
nection. It also has a negotiating function with
carriers as the network provider. The configu-
ration describing the role to be played by the
CSCW BB is shown in Fig.14. In this fig-
ure, the CSCW BB broadcast to all participants
(i.e., user, agent, carriers) the data sent by the
user, agent or carriers. So, the CSCW BB pro-



448

Transactions of Information Processing Society of Japan

ation view created from campus of local user below
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Fig. 11 User’s windows in CSCW between user and agent.

view of path information sent by user

user's requirement sent by user (shared user and agent)

Fig. 12 Agent’s windows view for CSCW between agent and carrier.

vides a cooperative work domain for the user,
agent and carriers. The details of our CSCW
application are beyond the scope of this paper.

9. Conclusions

This paper proposes service architecture and
effective management architecture on a DPE
that provides flexible multimedia services over
a high speed transport network, and describes
their implementations. The networking archi-

tecture has the underlying features to manage
the multimedia network elements for connec-
tion/session managements and service provi-
sions, and an effective QoS negotiation mech-
anism. The directory system making use of
X.500 was constructed for the easy, more flex-
ible management of service information such
as QoS level, bandwidth, and the subject and
owner of a session, and for network resource
management in an open system environment.
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Fig. 13 Carrier's windows view for CSCW between carrier and agent.

Cooperative domain
provided by CSCW BB
Carrier C

m rﬁ Carrier B

Fig. 14 Concept of domain provided by CSCW BB
for cooperative work.

User

Carrier A

The architecture realised by a multimedia
control building block in a multimedia termi-
nal hides the complexity of physical elements
and provides flexible connection to each device
object. For the purpose of proving the use-
fulness of proposed architecture, we realized a
CSCW building block as one of the ad hoc ser-
vice building blocks, playing a role of service
provider.

Finally, we believe that the architecture pro-
posed in this paper is a useful type for providing
various multimedia services on novel network-
ing environments which are being studied in the
TINA-Consortium and elsewhere.
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