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A New Analysis of Tree Hashing Algorithm

Ryoz0 NAKAMURA,' TSUYOSHI ITOKAWA' and TAKUO NAKASHIMA'

A new mathematical analysis is proposed to evaluate exactly the average search cost of
tree hashing algorithm in consideration of the frequency of access on each key. The proposed
analysis clarifies the relationship between the inserting order and its locating position for each
key. It is shown that the evaluation formulae derived by the proposed analysis make it possible
to evaluate exactly the average search cost in accordance with any probability distribution of
the frequency of access. Besides this, it can see that under the assumption that the frequency
of access is uniform the proposed evaluation formula of the average search cost is more correct

and concise than that of the traditional analysis.

1. Introduction

Hashing method is an important technique
widely used to store and retrieve records main-
tained in the form of a table. The key, which
uniquely identifies its record, is mapped by a
hashing function to a sequence of the table lo-
cation, and records are inserted and searched by
using these sequences. In this case, there will
probably be two or more keys hashed to one
identical location. Such an occurrence is called
a collision. The techniques for collision han-
dling are chiefly classified into two categories:
chaining technique and open addressing tech-
nique. Tree hashing is a technique modified to
use the binary search tree instead of the linear
list in the chaining method.

The time required to solve a problem is one
of the most important measures in evaluating
an algorithm. The search cost is defined as
the product of the number of probes and the
frequency of access on a key. When the fre-
quency of access is uniform, the average search
cost of both the separate chaining and the bi-
nary search tree is independent of the order of
inserting key. However when the frequency of
access on each key is not uniform, the inserting
order plays a crucial role.

For a tree hashing algorithm, the traditional
analysis has been derived by Knuth?) in con-
formity to the assumption that all keys are uni-
formly accessed.

However the traditional one is unable to eval-
uate the search cost even if the probability of
the frequency of access on a key is given. Tak-

t Department of Computer Science, Faculty of Engi-
neering, Kumamoto University
tt The Graduate School of Science and Technology,
Kumamoto University

671

ing account of the frequency of access, it is nec-
essary to clarify the relationship between the
inserting order of a key and its locating posi-
tion.

In this paper, the average search cost in a
successful search for a tree hashing algorithm is
analyzed mathematically according to a model
that considers the frequency of access on keys.
The evaluation formulae of the search cost are
then derived with the concrete probability dis-
tribution of the number of probes. It is shown
that the proposed evaluation formulae make it
possible to evaluate correctly the average search
cost in accordance with any probability distri-
bution of the frequency of access of each key.

2. Basic Concepts of Tree Hashing

Hashing is an important and useful tech-
nique for implementing dictionaries, which re-
quire constant time for storing and retrieving
records on the average. In the general sepa-
rate chaining method keys with the same hash
address are kept in a linked list, but the elemen-
tary list searching is not a clever method for a
large amount of data. Using the binary search
tree instead of the linear list in the separate
chaining method is therefore proposed, because
the binary search tree is well known as a simple
and efficient dynamic searching method.

We show the basic data organization of tree
hashing in Fig. 1. The hash table is indexed by
the bucket number 0,1,2,..., M — 1 according
to their positions on the table of size M and
contains the M headers to point the root of a
binary search tree. The elements of the j-th
header are a set of records whose value of the
hash function h(a;) is equal to 7, namely, where
the elements have the same hash address j.

We presume that N records are distributed
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Fig.1 Tree hashing data organization.
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uniformly over the range of the hash table of
size M by a hash function, and each hash se-
quence a1, az,...,an (0 < a; < M) is equally
likely. We then have the probability Py that
exactly k of the a; (1 = 1,2,..., N) are equal to
j, for a fixed hash address j. It is obvious Py
is the binomial probability as follows,

N 1 k 1 N—k
Pe=() () (om) - o
In tree hashing algorithm the keys hashed at

the same address are successively inserted into
a binary search tree.

3. Traditional Analysis

The traditional analysis of tree hashing al-
gorithm has been derived by Knuth under the
assumption that all keys are uniformly ac-
cessed V. In Knuth’s analysis the probability
Py that the number of keys in a fixed hash
address is k after all N keys are stored has been
denoted by Eq. (1) given previously.

The average search cost of the binary search
tree containing k elements has also been de-
noted by Cj, in the successful search and by C;,
in the unsuccessful search respectively as fol-
lows,

Ck:2(1+;1c-)Hk——3 (2)
Cp = 2Hjq1 — 2 (3)
where Hj, is a harmonic number 2
In the successful searching, the total number
of probes to ﬁnd all keys in the binary search
trees is M Ek 1 PNikCy. As a result, the av-

erage search cost of tree hashing algorlthm is
denoted by following SN,

NZ((

In the unsuccessful searching, either an

) Hy, — 3) Py (4)
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empty binary search tree is searched or all of the
keys in a binary search tree are searched. The
former searching is counted as one probe, the
average search cost in the unsuccessful search-
ing of tree hashing algorithm, denoted by Sy,
can be expressed as follows,

N
—S_N = Z (2Hk+1 -2+ JkO) Pry (5)
k=0
1, (k=0)
here 0o =
where 9ko {0 , (k> 0).

From the above analysis, assuming that the
frequency of access is uniform, it is unnecessary
to clarify the relationship between the inserting
order and its locating position for each key.

4. Proposed Analysis

An analysis is proposed for a more general sit-
uation considering the frequency of access on an
individual key. Here the inserting order of key
plays a crucial role, and it is necessary to clar-
ify the relationship between the inserting or-
der of a key and its locating position for both
the separate chaining technique and the binary
search tree. In the analysis, first let a;;; denote
the probability that the i-th key inserted of IV
keys will be located in the (j + 1)st position
from the head of a sequence having k keys for
a fixed hash address, where the keys hashed at
the same address are numbered in order of their
occurrence. There are (”‘.1) possible combina-
tions to distribute the i —1 keys into the front j
positions of the sequence with &k keys and sim-
ilar (V%)) ways to distribute the N — i keys
into the rear k—j —1 positions of the sequence.
Therefore the probability a;;x can be expressed
as follows ),

o (3 1:::)
/ (5650
’;1><k_3_1>/<a::;>

where 0 < j <.
H Flage=10
ere Ejzo a5 = 1.0

Next we analyze the insertion and search al-
gorithms of a binary search tree in consider-
ation of the frequency of access on keys. As
the keys hashed at the same address are suc-
cessively inserted into a binary search tree, it
is necessary to derive the probability that the
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j-th key of those k keys will be located in the
I-th level of a binary search tree.

We have analyzed the probability §;; that the
(j + 1)st key inserted into a binary search tree
will be located in the (I + 1)st level of the tree
as follows 4)-%)

B = J+15] lll+;—ﬂ] 1l (M
The initial conditions of 3;; is
 f1 o, ifj=0
Fio=91 0 . ifj>o0. ®

We can now get information about the proba-
bility B;; by using a generating function G;(2),

Gj(2) = Bjo + Bj12 +/3]-2z2 4.
=D B (9)
l

From Eq.(8) we have Go(z) = 1, and from
Eq. (7) we have

Gj(z) = GJ 1(z)+——03 1(2)

2Z+J
:—G'_ z). 10
ST Gimi(e) (10)
We can now obtain
2z+j~1 22+j-2 22+j-3
Gi(z) = — : : s
J+1 3 j—1
2z4+1 EE
3 2

J

Z 2’z‘

T
where [] is Stirling numbers of the first kind 2.
Therefore the probability (; can be ex-
pressed in terms of Stirling numbers as follows,
J 21
ﬁjl (][1_3_ 1)' > (l_0a172 .7) (12)
where El:l Bj1=1.0.

We have found the probability a;;; which the
i-th key inserted will be located (j + 1)st posi-
tion from the head of a sequence having k keys
for a fixed hash address when N keys are scat-
tered over the hash table, and the probability
B which the (j + 1)st key inserted into the bi-
nary search tree will be placed the ({+1)st level
in the tree.

We are now in the position to analyze the
search algorithm of tree hashing. By p; we de-
note the probability that the i-th key inserted
into the hash table will be retrieved, where
p1+p2+ -+ py = 1.0. We note that the
number of probes needed to find a key is ex-
actly one more than the number of probes that

(11)
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were needed when that key was entered into
the tree. Therefore let 4, be the probability
that a h-th level key in the binary search tree
containing k keys is probed, we can derive the
probability Yih as follows;

Yih = sz Z @ijkB5 h-1. (13)

j=h=1
Here we get that b1 Ten = 1.0.

Let gnn be the probability that the number
of probes needed to find a key is equal to h in
searching of tree hashing, it can be expressed
by

qNh = Z’Y;hPNJ . (14)

Finally we con51der the number of probes as a
random variable and its probability distribution
in order to construct the evaluation formulae
of the search cost. Here we only argue in a
successful searching case, since the frequency
of access on a key plays a crucial role only in
this case. Besides this, it is important that only
binary search trees having more than one key in
the tree are probed for successful searching. We
can derive the average search cost Sy and the
variance Vy in a successful search as follows,

N N

Sy = Zkfmk/ ZPNk (15)
k=1 k=1
N N

Vn = ZkQQNk/ZPNk - SN2 (16)
k=1 k=1

5. Comparisons

In this section, the proposed analysis is com-
pared to the traditional one under the assump-
tion that the probability of the frequency of ac-
cess on each key is equally likely.

From the above assumption, p; (: = 1,...,N)
becomes 1/N, and then the probability vz, of
Eq. (13) becomes as follows.

N k—1
Yeh = Zpi Z @iikBi h—1
i j=h-—1
k-1

@iikBi h-1
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We then can derive the average search cost
Sn as follows.

N
SN—ZkQNk/ZPNk
k=1 ;
:Zk ’YkPNJ/ZPNk
k=1 j=k
N
ZPNk
k=1

k
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= {1.0 + Z(2Hi+1 - 1)} Pni
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N
{2(k + l)Hk — 3k} PNlc/ Z Png
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1 N
{2(1+E)Hk‘3} Py kZPNk
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In the above formulation, we use the gener-
ating function given by Eq. (10), and using dif-
ferentiation of it we get

7i(2) = Gi—1(2) +
Therefore we ﬁnd that
)= 2 L
G;(1) = Tl +Gi_4(1),

Il
NE EEQZ ™~

>
JL

22+ 1 —
i+1

2—1(?)

and
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Gy(1) =2(Hiy1 - 1),
where H; is a harmonic number and

Zmz(k + 1) Hy—k.
i=1

The proposed formula (17) differs from the
traditional equation (4) in that M/N and the
first parameter k in Eq.(4) disappear in the
Eq. (17). Besides this, only binary search trees
having more than one key in the tree are probed
for successful searching in the proposed analy-
sis, but Knuth did not regard to do so. As a
result, the proposed equation is terser and fitter
than that of the traditional analysis.

We shall discuss the reasons why these eval-
uation formulae are different.

First, in the proposed analysis the number of
probes itself is regarded as a random variable
and its probability distribution is derived con-
cretely. On the other hand, in the traditional
analysis described in Section 3, N keys are
equally scattered over M binary search trees,
and then using the average number of probes of
the tree, the average search cost of tree hashing
algorithm has been derived.

As a result, the difference is caused by the
way in which a random variable and its proba-
bility distribution are defined. Besides this, in
the proposed analysis, only binary search trees
having more than one key are probed for suc-
cessful searching. Thus it is shown that the pro-
posed analysis is both appropriate and accurate
in evaluating the search cost of tree hashing.

6. Numerical Tests

The proposed evaluation formulae (15) and
(16) can evaluate the search cost in accordance
with any probability distribution of the fre-
quency of access on a key. In the numerical
tests let us assume the following two probabil-
ity distributions of the frequency of access on a
key.

i) The probability of the frequency of access
on each key is equally likely, called “Uni-
form”, the probability p; holds the relation
pi=1/N(i=1,2,---,N).

ii) The probability of the frequency of access
on a key is reduced harmonically accord-
ing to the order of inserting a key, typically
called “Zipf’s law”, the probability p; holds
the relation p; = ¢/i (i = 1,2,---,N),
where ¢ = 1/Hy and Hy is a harmonic
number.

The numerical results with two probability
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Fig.2 Comparisons of the average search cost in a

successful search under consideration of the
probability distributions.

distributions are shown in Fig. 2, where the av-
erage search cost of tree hashing (the solid line)
is compared to the separate chaining method
(the dotted line)®. We can see that the per-
formance of tree hashing is better than that of
the separate chaining method with increasing
of the number of records.

7. Conclusions

We have analyzed mathematically the aver-
age search cost of a tree hashing algorithm in
consideration of the frequency of access on an
individual key. Taking account of the frequency
of access on a key it is necessary to clarify the
relationship between the inserting order and its
locating position for each key.

In the proposed analysis we have clarified two
relationships. The first is the relation between
the inserting order into the hash table and its
locating position in a sequence with the same
hash address, and the second is one between the
inserting order into a binary search tree and its
locating level in the tree. Compounding the
above two relations we have proposed a new
analysis of a tree hashing algorithm in consid-
eration of the frequency of access on each key.
The proposed evaluation formulae have been
derived from the concrete probability distribu-
tion of the number of probes. It has been shown
that the proposed analysis makes it possible to
evaluate exactly the performance of tree hash-
ing.

Finally, a tree hashing algorithm may seem
so obvious we should not bother to analyze it,
but analyzing of the algorithm in detail is an
attractive study, and makes a good manner in
which more complicated algorithms may be an-
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alyzed.
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