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An Empirical Study of Generalization of Backpropagation

Using Speed-up Techniques

JoseE Luls PEREZ,! YUKINORI SUZUKI' and ICHIRO SUGIOKA'

Flat spots are known to be one cause for slow training in backpropagation (BP). One
proposed technique to eliminate flat spots is the sigmoid prime offset. However, we have
found that the sigmoid prime offset can greatly deteriorate generalization of the resulting
network. Therefore, we propose techniques not only to eliminate flat spots, but also to retain
the generalization ability to be as high as standard BP. Simulations show that the proposed
techniques are effective for both speed-up and generalization.

1.

The backpropagation (BP) algorithm is very
popular for training neural networks. Despite
its popularity, one of the problems with BP
is that it may be slow to train the network,
e.g. many presentations of the training patterns
(epochs) may be needed to complete training.
One cause of slow training is the magnitude
of the components of the gradient vectorl).
The derivative of the weight is small in mag-
nitude in the area where the error surface is
fairly flat along a weight dimension. In this
area, the value of the weight is adjusted by
a small amount and many steps may be re-
quired to achieve a significant reduction in er-
ror. This is a “flat spot.” To reduce the effect
of flat spots, many speed-up techniques have
been proposed?). These include the well-known
momentum technique, variable learning rates,
determining the optimal descent direction, cal-
culating initial weight values, and selecting a
proper training set. However, since most of
these techniques are complicated and/or in-
crease the need for memory as the network be-
comes larger, utilization of these techniques is
not simple nor practical for use in many real-
world applications. Fahlman has proposed the
sigmoid prime offset to eliminate flat spots®).
Fahlman’s technique to eliminate flat spots is
easy to implement and very effective. However,
as we will illustrate later, Fahlman’s technique
can decrease the generalization ability of the re-
sulting network when his technique is used for
weights connected to hidden nodes. Generaliza-
tion ability is one of the most important abil-
ities of neural networks. Networks with a low
generalization ability cannot reliably recognize
patterns which were not used during training,

Introduction

1 Department of Computer Science and Systems En-
gineering, Muroran Institute of Technology

2083

even if the patterns are very similar. There-
fore, we will propose two techniques which not
only eliminate flat spots, but also keep the gen-
eralization ability as high as standard BP. The
simulation shows that the proposed techniques
are effective for both speed-up and generaliza-
tion.

2. Flat Spot Problem

A feed-forward neural network has a layered
structure where each layer consists of nodes. A
node will receive inputs from previous layers’
nodes through connections or from an external
source and use this information to compute its
output. BP is an algorithm that can be used to
train this type of neural network by modifying
the weights to minimize an error function. In
BP, for every weight a gradient is calculated for
every input pattern, and this gradient dictates
how each weight should be changed to minimize
the error function.

Rumelhart, et al.*) show that the weight up-
date is carried out as

Awji(n) = —n Z
P

where E, is the error for a particular pattern,
wj; is the weight between node j and node ¢, n
is the nth epoch, and 7 is the learning rate.
Rumelhart, et al. also show that the weight
update according to Eq. (1) is carried out as
Awj; = —10;0; 2
where o; is the actual output for node j, and §;
is the error term which is backpropagated. If we
use a sigmoid function, d; is simply calculated
for weights to output nodes as
d; = 05(1 = 0;)(t; — 05) (3)
where t; is the target output for node j.
In BP, the error term §; contains the term
0j(1 — 0;) which is called the sigmoid prime
function. The sigmoid prime function has a
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value of zero where o; is zero or one. It can be
easily seen that for outputs which give a value
of nearly 1.0 or 0.0, only a tiny fraction of the
error will be passed back. This is regardless
of whether the actual output should be zero or
one. When outputs which represent a nearly
maximum possible error are multiplied by the
sigmoid prime function, §; becomes very small,
leading to very small weight updates. This is
the cause of flat spots.

3. Techniques to Improve Training
Speed with High Generalization

Fahlman’s technique to eliminate flat spots is
called the sigmoid prime offset and it is done
by simply adding a constant 0.1 to the sig-
moid prime function. This technique is simple,
but effective. Using this technique, the sigmoid
prime function never falls below 0.1, and it is
quite effective for speed-up training. Perekh,
et al. reported that the sigmoid prime offset is
the most successful among flat spot elimination
techniques®). However, as we shall show in Sec-
tion 5, we have found that the sigmoid prime
offset greatly deteriorates generalization when
the sigmoid prime offset is used to train weights
which lead to hidden nodes.

We propose two techniques which improve
training speed but do not have a detrimental
effect on generalization. One technique is for
weights which connect to the output nodes, and
the other is for weights which connect to hidden
nodes.

The first technique is a modification of the
sigmoid prime function and is used only for
weights which connect to output nodes. The
sigmoid prime function is clamped at its max-
imum for output nodes with an error greater
than 0.5. This technique is used in conjunc-
tion with the sigmoid prime offset as shown in
Fig.1 and is calculated as

sigmoid prime function=0;(1-0;)+0.1
when |tj—0j| < 0.5,

sigmoid prime function=0.35
when [t;—o;| > 0.5.

(4)

Figure 1(a) shows the modified sigmoid
prime function for target values of zero, while
Fig.1(b) shows the modified sigmoid prime
function for target values of one. Using this
modification, the sigmoid prime function stays
at its maximum of 0.35 whenever an error be-
comes larger than 0.5. This is in contrast to the
original sigmoid prime function which returns
a relatively small value for large errors (much
greater than 0.5). This modification does not
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Fig.1 Modified sigmoid prime function using clamp-

ing and 0.1 offset. (a) is for target values of
zero, (b) is for target values of one.

approach zero for large errors, therefore it elim-
inates flat spots.

Since we have seen that a constant sigmoid
prime offset for weights to hidden nodes deteri-
orates generalization, we investigated a number
of techniques which dynamically change the off-
set. The second technique we propose is a dy-
namic sigmoid prime offset which showed the
best results and it is used only for weights which
connect to the hidden nodes. The dynamic off-
set was added to the sigmoid prime function
and was changed in proportion to the number
of patterns correctly identified during training.
The dynamic offset speeds up training of BP,
with no apparent deterioration of the resulting
generalization ability. The dynamic offset was
calculated as

offset = A (1 - e“B(M“m)) (5)

where A and B are constants, M is the to-
tal number of patterns, and m is the number of
correctly identified patterns. In the case of all
patterns being incorrectly classified, the maxi-
mum offset, which is limited by A, is added to
the sigmoid prime function. This offset remains
close to A until more than half patterns are cor-
rectly identified. When nearly all patterns are
correctly classified, the offset decreases rapidly.
Finally, the minimum offset, which is limited
by B, is reached when all patterns are correctly
classified. This type of dynamic offset showed
better results than a linearly or an exponen-
tially decreasing offset.

4. Simulations

We used the soybean problem in PROBEN1%)
which is a problem to recognize 19 different soy-
bean diseases. We used this problem because it
has been used often in machine learning liter-
ature, it is an example of real world data, and
it is available for other researchers to use for
easy comparison with their proposals. There is
a total of 683 patterns. We used three sets of
data for training and testing the network. The
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Fig.2 Comparison of standard BP and BP using the sigmoid prime offset.
(a) and (b) show training speed, (c) and (d) show the generalization ability.

first set of data is called the training set and
consists of 342 patterns. It was used to change
the weights of the network. The second set of
data is called the validation set and it consists
of 171 patterns. It was used to determine when
to stop training. The third set of data is called
the test set and it consists of 170 patterns. It
was used once after training to give the actual
generalization results. Training speed was eval-
uated by the number of epochs needed to train
the network. Generalization was evaluated by
the rate of correct recognition of the test set.

For the dynamic offset shown in Eq.(5), A
was chosen to be 0.1, which was the maximum
offset. B was chosen to be 0.000029239, this
value was calculated so that when all patterns
are correctly identified, the offset was very small
(here, the minimum offset is less than 0.001).

We employed two layered neural networks.
This means one layer of variable weights be-
tween the input layer and hidden layer, and
one layer of variable weights between the hid-
den layer and output layer. There were 82 in-
put nodes and 19 Boolean output nodes. The
number of hidden nodes were varied from five to
ten. We used the “threshold and margin” crite-
rion in which any output which is 0.4 or below
is considered a zero, and any output which is
0.6 or above is considered a one. Before train-
ing, all weights were set to be random numbers
between —0.5 and 0.5, and each trial used dif-
ferent random weights. To avoid overtraining,
training was stopped when there was no reduc-
tion in the validation set error for one hundred
epochs. Weights which produced the lowest er-
ror for the validation set were used for testing
the generalization ability of the test set.

5. Results and Discussion

We made simulations according to the tech-
niques described in Section 4. The learning
rate was changed from 0.0125 to 0.04 and the
results in which the learning rate was 0.0125
and 0.0225 are shown here since the results of
other simulations were similar (the value 0.04
was close to the largest practical learning rate

for this problem).

The top two panels (a and b) in Fig.2
show simulation results in which training speed
of standard BP is compared with the train-
ing speed of BP with the sigmoid prime off-
set. Training with the sigmoid prime offset was
much faster than standard BP. These panels
show that the sigmoid prime offset is effective
for speed-up training.

The lower two panels (¢ and d) in Fig. 2 show
simulation results in which the generalization
ability of standard BP is compared with the
generalization ability of BP with the sigmoid
prime offset. These panels show that general-
ization was greatly deteriorated by the sigmoid
prime offset. This deterioration is especially no-
table in smaller network size. Where the num-
ber of hidden nodes is five and the learning rate
is 0.0125, the generalization ability of the net-
work trained with the sigmoid prime offset is
deteriorated to about 55% recognition, while
standard BP attains about 75% recognition.
The deterioration of networks trained with the
sigmoid prime offset becomes smaller as the net-
work becomes larger. This is expected as gener-
alization (usually) increases as the network be-
comes larger, and there are redundant nodes in
the hidden layer. Since generalization is one of
the most important abilities for practical appli-
cations, the sigmoid prime offset is not effective
for those applications which require high gen-
eralization.

Our speculation is that speed-up techniques
that are used for weights to the output nodes
do not deteriorate generalization. The teacher
signal is given to the output nodes and the
weights from the hidden nodes to the output
nodes are updated in proportion to the error.
The weight updates for one output node do not
affect the output of other output nodes. Be-
cause of this, large weight updates by speed-up
techniques for weights to the output nodes do
not deteriorate generalization. Conversely, the
input signal from the input to hidden nodes will
go through weights, then the signal will go to
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Fig.3 Comparison of BP using the sigmoid prime offset and BP using the proposed techniques.
(a) and (b) show training speed, (c) and (d) show the generalization ability.

all output nodes. When one weight to a hidden
node changes, all output nodes are affected by
that change. One output node may decrease in
error, while another may increase. BP makes
adjustments for this to decrease total error.
Therefore, we speculate that large updates in
weights to hidden nodes affects generalization.
Since speed-up techniques make large (larger
than standard BP) weight updates, error is de-
creased quickly, but a point where good gener-
alization is attained may not be found. Because
of this, when using the constant sigmoid prime
offset for weights to the hidden nodes, the re-
sulting generalization is less than standard BP.

The top two panels (a and b) in Fig. 3 show
the training speed of the proposed techniques
compared with the sigmoid prime offset. The
training speed of the sigmoid prime offset was
faster than the training speed of the proposed
techniques when the number of hidden nodes
was five and six with a learning rate of 0.0125,
however the proposed techniques were faster
than standard BP with equivalent (or better)
generalization ability. Except for these, the
training speed of the proposed techniques is
practically the same as the training speed of the
sigmoid prime offset. These results show that
the proposed techniques are effective to improve
the training speed of BP.

The lower two panels (c and d) in Fig. 3 show
the generalization ability of the proposed tech-
niques compared with the generalization of the
sigmoid prime offset. The simulation results
show that the generalization of the networks
which utilized the proposed techniques is much
greater than the generalization of the networks
which utilized the sigmoid prime offset. For
example, when the number of hidden nodes is
five and the learning rate is 0.0125, the result-
ing generalization for the proposed techniques is
about 80% recognition while the resulting gen-
eralization of the sigmoid prime offset is around
55% recognition. This also shows that the gen-
eralization of the proposed techniques is slightly

better than the generalization of standard BP.
6. Conclusion

In conclusion, the proposed techniques are
simple but the simulations show that the tech-
niques are effective in reducing training time
and do not deteriorate generalization. In the
proposed techniques, the weights to the out-
put nodes are updated by large amounts by
the clamping technique, and its main contri-
bution is for speed-up training. The weights
to the hidden nodes are updated using the dy-
namic offset, and simulations show that these
speed-up techniques do not deteriorate gener-
alization. Therefore, these techniques are prac-
tical for real-world applications.
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