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Abstract

Automatic repeat request (ARQ) protocols have
been analyzed for quite some time, but group commu-
nication where multiple senders send messages to mul-
tiple recesvers in a group has not discussed so much.
In the group communication, since acknowledgments
of messages can be piggy-backed by messages, both the
forward and feedback channels are considered as same
type of channel. In addition, since each process has
both the retransmission and resequencing buffer, effi-
cient buffer allocation schemes can be adopted. In this
paper, we analyze the throughput of ARQ protocol for
such group commaunications.

1 Introduction

Automatic repeat request (ARQ) protocols are
used to reliably deliver packets in the correct se-
quence. There are three types of ARQ as follows.

e Stop and Wait (SW)
e Go Back N (GBN)
o Selective Retransmission (SR)

These protocols are analyzed and expanded, e.g.
multiple copies scheme [4] and postponed retransmis-
sion scheme [1]. But most of them are discussed to re-
alize reliable delivery of packets from one transmitter
to one receiver by using uni-directional data channel.
This means that the data is transmitted only from the
transmitter and the receiver process does not trans-
mit data but ACK and NACK through the feedback
channel. In order to exchange packets between two
processes, i.e. both processes transmit data packet,
two independent uni-directional channels are needed.
‘We discuss the bi-directional channel where the for-
ward and feedback channels are not distinguished.
When two processes use the bi-directional channel,
each process has both the retransmission and rese-
quencing buffers to send and receive packets. In addi-
tion, the ACK and NACK are piggy-backed by data
packets. While most of previous works assume that
the transmitter always has new packets to transmit,
we assume that desired transmission rates of two pro-
cesses are not same and they are dynamically chang-
ing. We try to allocate retransmission and resequenc-
ing buffers dynamically for their desired transmission
rates.

In Group communication [16], multiple processes
transmit data packets to multiple receivers in the
group. We consider that the group communication

rotocol is not a combination of multicast protocols
7, 11]. Each process has both the retransmission and
resequencing buffers for each process in the group. We
consider how to allocate the buffers for each process.
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In this paper, we discuss two points of the ARQ
protocol. First, we consider how to share the retrans-
mission and the resequencing buffers in one-to-one
communication. Second, we consider how to share
the resequencing buffer for each sender in group com-
munication.

2 System Model

A communication system is composed of processes
and bi-directional channels between every two pro-
cesses. Each process can send fixed length data pack-
ets with acknowledgment information, i.e. piggy back,
and acknowledge packets which do not include data.
Each packet contains error detection bits. Hence, we
assume that errors are only packet losses.

There are four types of communication in Fig-
ure 1. (1) 1-to-1 communication is discussed for nor-
mal ARQ protocols. (3) 1-to-n communication is a
multicast (multi-receivers) communication. We con-
sider (2) 1-to-1 (bi-directional) and (4) n-to-n com-
munications.
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Figure 1: Types of communications.

3 1-to-1 Communication

Each process has two types of buffer, retransmis-
sion and resequencing ones. Figure 2(1) shows the
1-to-1 communication using uni-directional channel.
Figure 2(2) shows the 1-to-1 communication using
bi-directional channel. Here, the size of retransmis-
sion buffer of transmitter and the size of resequencing
buffer of receiver is same, i.e. RTB4 = RSBp and
RTBg = RSB,4. The total size of buffers is fixed and
equal to N, i.e. RTB, + RSB, = RTBy + RSBp
= N.

Each process can share both the retransmission and
the resequencing buffer space. In the beginning of a
transmission, RI'By = RSB, = RTBg =RSBpg =
N/2. I the desired transmission rate is decreased,
the process A can decrease the retransmission buffer
size and increase the resequencing buffer size. After
that, the process reports it to another process B. B
decreases the resequencing buffer and increases the
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retransmission buffer size. Conversely, if the desired
transmission rate of A is increased, A increases the re-
transmission buffer size, and reports it. If B receives
the information which reported the increase of A’s re-
transmission buffer size, B increases the resequencing
buffer size immediately.

By using two independent uni-directional channel,
the processes cannot share the buffers, and the buffer
size has to be fixed. On the other hand, since each
process can share the buffers, the size of buffers can be
dynamically changed by using bi-directional channel.
Hence, the buffer sizes are proportional to the current
desired transmission rates of both processes.
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Figure 2: Buffering capacities.

4 n-to-n Communication

In the n-to-n communication, the group is com-
posed of n processes. Each process can transmit data
packets to n processes in the group. Hence, each pro-
cess receives packets from n processes as shown in Fig-
ure 3. Each process can share the multiple resequenc-
ing buffers for each process. If the desired transmis-
sion rates of each process is fracuated, the processes
set the buffer size in proportion to the transmission
rates.

In the beginning of a transmission, the resequenc-
ing buffer size is shared equally for each process, i.e.
RSB/ N for each process. After that, each process can
change the buffer sizes for each process by reporting
the desired transmission rates.

5 Councluding Remarks

In this paper, we presented the way to share both
the retransmission and resequencing buffers by using
bi-directional channel. This method is suitable for
two-way communications in the presence of desired
transmission rate changes. In addition, we presented

resequencing

buffer
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Figure 3: Packets buffering from multiple sender.
the way to share the resequencing buffer for each pro-
cess in group communications.
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