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Three-Word Dependency Relations and Their Application
to Structural Ambiguity Resolution

EDUARDO DE PAlvA ALvESt and TELJI FURUGORI

Resolving syntactic ambiguities is an important issue in natural language processing. By
measuring the strengths of association that hold among the words in co-occurrence relations,
one may be able to determine the correct syntactic structure for an ambiguous construction.
In this paper, we propose a syntactic disambiguation method that uses lexical preferences
estimated in three-word dependency relations and, at the same time, conduct a disambiguation
experiment in Japanese noun phrases containing the particle no. The result shows a better
performance than those of other methods, and indicates the applicability of the method to
resolving other syntactic ambiguities that appear in coordinated constructions, prepositional
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phrase attachments, and the like.

1. Introduction

Structural ambiguity is a major obstacle to
building sound systems for natural language
processing (NLP). It appears in constructions
such as nominal compounds, coordinated struc-
tures and prepositional phrases:

(1) hydrogen ion exchange

(2) cardiac and vascular patients

(3) I bought flowers with Jane.

Often the correct syntactic structure is deter-
mined by the lexical preferences of the words
involved. In the examples above, we know
that hydrogen prefers ion to exchange, car-
diac prefers vascular to patient, and with Jane
prefers bought to flowers. In studying syn-
tactic disambiguation, many researchers have
used word co-occurrences in large corpora as
an indicator that shows lexical preferences!®.
Weischedel, et al.2V), Resnik !9, Wu and Furu-
gori??) | for instance, used the co-occurrences
between a verb and the head word of prepo-
sitional phrase (PP) and between a noun and
the head word of the same PP to determine
whether the verb or noun was modified by
the PP. Resnik2® and Lauer'”) analyzed the
structure of a noun compound by examining the
co-occurrence relations among the nouns in it.

The method for resolving ambiguities that
measures the preferences, or strengths of as-
sociation, between two syntactic objects does
not work well for some constructions, however.
Consider the following examples:

(4) corn and peanut butter
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(5) put the dress on the rack

(6) Rangoon’s north outskirts

In (4), for instance, the strength of asso-
ciation for the two words corn and peanut
may be greater than that of corn and butter,
but the correct syntactic structure should be
[corn and [peanut butter]]; in (5) it may be
that the PP is attached to the noun dress when
measuring the strengths of association between
dress and on rack and put and on rack, but the
PP should be attached to the verb put in this
construction; and Rangoon’s and north may
have a stronger two word association than that
of Rangoon’s and outskirts, but Rangoon’s mod-
ifies outskirts in (6). In all these examples, the
strength of associations between two words is
an improper measure for determining the cor-
rect syntactic structure of a phrase containing
three or more words.

Instead of measuring the strength of associa-
tion between two syntactic objects, in this pa-
per we propose the use of co-occurrences among
three syntactic objects involved in ambiguous
constructions as an indicator of lexical prefer-
ence. We then devise a way of measuring the
strengths of association among the three words,
and finally apply the method to a disambigua-
tion experiment for Japanese noun phrases con-
taining the particle ‘D’ (no).

2. Dependency Relations and Class-
based Estimation Method

2.1 Three-Word Dependency Relation
Constituents have dependency relations, or
modifier-modifee relations, with other con-
stituents in phrases and sentences. An impor-
tant task for a parser in NLP is to determine the
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correct dependency structures in a sentence.

In this paper we introduce a new kind of
syntactic relations, three-word dependency re-
lations (TWDR), as a tool for analysing depen-
dency structures. A three-word dependency re-
lation is a syntactic relation that holds among
any three words in a sentence. It may be de-
fined as:

<three-word dependency relation> ::=

[W[<two word dependency relation>]] |

[[<two-word dependency relation>]W] |

[[W] <two word dependency relation>] |

[<two-word dependency relation>[W]]

<two-word dependency relation> ::= [W[W]] |
(Wiw]

Here W stands for any head word in a con-
stituent, and we understand that for any con-
stituent d;, [di[dz2]] means that d; modifies ds
and [[d1]dz] means that d2 modifies d;.

It is possible to recursively decompose any
complex dependency structure into a set of
three-word dependency relations. For example,
the possible dependency structures for the sen-
tence Time flies like an arrow (there are four
head words in it: Time, flies, like, arrow) can
be expressed as the following TWDRs:

[Tz:me[[[fl'ies]].[like[arrow.]]]] =
[sze[[flz‘es]lzke‘]] + [[[flies))[[like]arrow]]
[[T'{me[flz_es]][[[lzke]arrow]]l= ‘

[[Time[ flies]][[like]]]] + [[flies][[[like]arrow]]]]

A word may modify another word to its right
or to its left in a construction. In a language
like Japanese, however, a word always modi-
fies another word to its right. Thus, we have
two possible dependency relations for a three-
word dependency construction: [wy[wa[ws]]]
and [[w1[w2]][[[ws]]]], where w; stands for a head
word in a constituent. In this paper, we con-
veniently use the [wq[wows]] for [wy]wa(ws]]],
and [[wyws]ws] for [[wi[ws]][[[ws]]]]. The two

expressions are equivalent to:

w. w, W W W, W

L L

2.2 Estimation of the Strength of Lex-
ical Association
Mutual information (MI) ® is a standard way
of estimating the strength of lexical association
between any two words appearing in a text.
The MI between the two words w; and ws is
defined as: :
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N * f(wy,ws)
fwnfw) W

where N is the size of the corpus used in the
estimation, f(wi,ws) is the frequency of co-
occurrence, and f(w;) and f(wg) are the fre-
quencies of the individual words.

We extend the definition of MI for our pur-
pose, which is to determine the dependency
structure for three words. Equations (2) and
(3) show the ways of obtaining mutual infor-
mation between two occurrences of {(w;) and
(wa, ws) for [Jwiws]ws] and [wy[wews]].

I(wy,ws) = log,

I([fwiwe)ws]) = log, (ﬁ’éliﬁ%l‘fifff)) ’
| : (2)

I([w; [waws]]) = log, (A;Zi()[?(l[ﬁzzﬁ])])) ’
(3)

where f is the frequency of co-occurrence and
N the size of the training corpus.

The attachment of w; can be determined by
comparing mutual information between two oc-
currences of (w1) and (ws,ws) for [[wiws]ws)
and [w1 [waws]].

A difficulty encountered in the calculation
of the mutual information is the sparse data
problem. How do we obtain reliable sta-
tistical results when no or only a few word
co-occurrences are observed? For many re-
searchers 2:4)13):14).23) a5 answer to the ques-
tion is to use word classes that contain the
words in question and calculate the mutual in-
formation on the basis of the word class co-
occurrences.

To deal with the sparse data problem,
Egs. (2) and (3) may be replaced by Egs. (4)
and (5):

I([[wr woJws]) #~ log, (

N x f([[Clgz]Ca])>
f(COF(CC5)) )
(4)
N+ f([C [0203]])>
F(CHf([CCs)) )
(5)
Here C; stands for a word class that includes
the word w;.

This way of estimating mutual information
with word classes risks the problem of over-
generalization, that is, we may use a word class
that is too general for the word in question.
Another problem is how to choose the best or
most appropriate class for the word concerned.

1((ws fuwsws]) ~ log, (
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The solution we offer for this problem is to
choose word classes from a taxonomy by using
t-scores* as a measure of reliability 1.

For a class co-occurrence (C1;CoC3), the t-
scores for [[C1C2]Cs] and [C1[C2C3]] may be
approximated by:

t([[C1C:]Cs))
FUICCACH]) - 3 H(E)F(C,Co)
FIC:CICHD

o~

(6)
H(GL[CaCa])

(GGG = §HC)S(C,C)
" F([C.[C2C5]))

(7)

t becomes very small or negative when
F([[C1C2]Cs]) or f([C1[C2C5]]) is zero or low,
and becomes bigger as the frequency becomes
higher. t also becomes low when the classes in
the co-occurrence contain too many words ir-
relevant to the estimation.

Class-based estimation of mutual information
using t-scores can be carried out in the following
way:
a. Set a threshold for ¢.

b. Search the lowest class co-occurrence in the
taxonomy for which ¢ is above the thresh-
old.

c. Choose the most probable dependency
structure using Eqgs. (4) and (5).

The process is expressed in algorithmic form
as follows:

Algorithm: Structural ambiguity resolution
using class-based estimation

step 1: set C1 = wy, Cy = wg, C3 = w3
step 2: while t([[C1, C2]C3]) < threshold
else if f(C1) < f(Ca2,Cs)
replace Cy with its upper class
else if f(C2) < (C3)
replace Cy with its upper class
else if C3 £ C
replace C3 with its upper class
else Ijc5; = na (not available)
goto step 4
step 3: fjep¢ = I([[C1, C2]C3))
step 4: set C; = wi, C2 = w2,C3 = w3
step 5: while ¢([C1[Ca, C3]]) < threshold
else if £(C1) < f(C2,Cs)
replace C; with its upper class

* The t-score® is a standard measure of the likelihood
that an occurrence can be attributed to chance.
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else if f(C2) < (C3)
replace Co with its upper class
else if C3 £ C
replace C3 with its upper class
else I.;gpnt = na (not available)
goto step 7
step 6: Irigns = I([C1{C2C3]])
step 7: if Iief¢ > Iright
attach wy to ws
else attach w; to ws

Here, C is the topmost word class in the tax-

onomy.

3. Application to Japanese Noun

Phrases

The method of estimating the strengths of
word association may be effectively used for re-
solving syntactic ambiguities. We would like to
show an example from a disambiguation study
that deals with the construction of Japanese
noun phrases.

3.1 Japanese Phrases with the Parti-

cle no

The function of the particle no (®) in
Japanese is in a sense similar to that of the
preposition of in English. It builds up a noun
phrase: Tokyo no kita or HIX DIt (North of
Tokyo). By combining various parts of speech,
an arbitrary number of instances of no is used
to make compound noun phrases: watashi no
ie no niwa or FAOFKDEE (garden of my house).

A noun phrase can be built up recursively,
using any number of instances of no:

< no_construction > ::= Nno N
| N no < no_construction >

Here, N stands for a nominal phrase.

In [w; no wg], w1 modifies wp. But when
three or more than three N’s are involved, a
noun phrase containing instances of no becomes
structurally ambiguous. In the example Ran-
goon no kita no hazure or 7 ¥ 7 — Y DILDIZ
31, (Rangoon’s north outskirts), two syntac-
tic structures are possible:

*([7 ¥ 7 — O] DIZTH]

([[Rangoon’s north] outskirts])

(7 v —ro[dtDidT ]

([Rangoon’s [north outskirts]])

Theoretically a noun phrase containing in-

stances of no can be infinite in its length. But
the maximum number of no in a noun phrase
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Table 1 Frequencies and ¢-score.

Co-occurrence F(C1) | F(C2) | F(Cs) | F(C2C3) | f{[C1[C2C3]]) t
; ; Vi PR 181 42 513 10 1 .84
LI RO ocation | 5g | g3 | g 10 0 0
cardinal
. 28 33 10 10 0 0
e’ pomied |eatreme || L 9 10 6 0 0
28 9 2 0 0 0
ooy th .
{Rangoon{ | " outskirt 0 9 2 0 0 0
Table 2 no-constructions in the EDR. corpus. Table 3 Experimental results.
no’s | Noun Phrase Frequency Method Success
1 HBOEG 207,802 (1) Closest attachment 73.2% (314/429)
(shared part) (2) Two-word dependency 72.7% (312/429)
3 [ (3) Three-word dependency | 77.6% (333/429)
2 | KEOHBEOBE 21,415 (4) Human 80.0% (120,/150)
(America’s sanction movement)
3 BDPOTOT A A DERF 1,321

(my life once in America)
4 | 7T -V OO TIOKRDE 76
(the green forest in Rangoon’s
north outskirts)

with no’s is 4 in the EDR Japanese Corpus 12)%.
Table 1 shows the numbers of no’s used in
noun phrases.

3.2 An Example of Ambiguity Resolu-

tion

Let us take an example and try to find
the correct structure for three word no-
constructions that can be either [[w; no ws] no
ws] or [wy no [ws no ws]]. Consider:

=00k Tn
(Rangoon’s north outskirts)

We first calculate the strength of association
for [7 ¥ 7 — YD [HLDiZ$H]]. To do so, we re-
place the words in co-occurrence with their up-
per classes according to the algorithm described
in Section 2** and obtain a co-occurrence with
a t-score just above the threshold (we set the
threshold value empirically at 0.70).

Table 2 shows the conceptual hierarchy of
Rangoon, north, and outskirt, and various fre-
quencies of the concepts involved. Here, the
numbers in columns f(Cy), f(Cs), and f(Cs)

¥ The EDR Japanese Corpus is provided by the Japan
Electronic Dictionary Research Institute. It con-
tains 220,000 parsed sentences with syntactic and
semantic annotations.

*%* For this purpose, we use the Conceptual Dictionary
provided by the EDR Institute. It contains a hierar-
chical structure of all the words in the EDR corpus.
The number of concepts in Conceptual Dictionary
is about 400,000.

are the occurrences in the EDR corpus for the
classes in the conceptual hierarchy of the words
Rangoon, north and outskirts, respectively.

In the case for [7 ¥ 7" — ¥ @ [FLDITTH]], we
use the classes (region no direction no loca-
tion) to estimate the mutual information. We
repeat the same process for [[7 ¥ 7 — v D]
D133 h] ([[Rangoon’s north] outskirts]). The
mutual information we obtain through this pro-
cess is 2.58 for [T ¥ 7" — @ [FkDiZ$ ]| and
2.19for [T 7 — ¥ DAt] DixT ). We thus se-
lect the structure [7 ¥ 7 — Y@ [HLDIFTH]] as
the most probable one, and this in fact accords
with the syntactic annotation in the corpus.

4. Results and Evaluation

We tested 429 no-constructions in the EDR
Japanese Corpus, each of which contains two
instances of no. This number is somewhat arbi-
trary, but all of the constructions have seman-
tic annotations. The training data, separate
from the test data, are semantically annotated
for 11,224 no-constructions obtained from the
21,415 no-constructions in the EDR Japanese
Corpus. )

Table 3 shows the disambiguation results
(success rate) for the test data. It contains
the results from various other methods with
the same training data and test data. Here,
the first result (1) is the one obtained by at-
taching the modifier to the nearest modifee
(head) ®). The second one (2) shows the per-
formance by estimating the strength of asso-
ciation in the two-word dependency relations



Vol. 40 No. 1

Three-Word Dependency Relations 347

Table 4 Some examples from test constructions.

Construction I([wlwg]) I(['wlwg]) I([['w1 UJQ]U)3]) I([w1 [‘wzwg]])
[9v7—vorTh ok 0.44 0.85 1.43 na
Rangoon - outskirt - forest

[=a—-}rofEs#) oS 0.91 3.91 0.21 na
Newton - residencial area - home

BTho kRO 3.15 0.08 0.35 0.51
outskirts - green - forest

[BREOE Y + 5] O 1.80 5.32 3.52 2.38
multiplicand - n-bit - partial product

G —r® [HDiFTh] 5.35 2.38 2.19 2.58
Rangoon - north - outskirts

[wiws] and [wyws] 21617 %. The third one (3)
shows the performance of our method. The
last one (4) is the performance of two native
Japanese speakers to whom we presented the
no-constructions without surrounding contexts
(in this case, we tested 150 of the 429 construc-
tions because it was too laborious to go through
all of them).

The lower and upper bounds for the perfor-
mance of our method seem to be 73.2% for
the simple heuristic of closest attachment (1)
and 80.0% for human beings (4). In the first
case, a word is always attached to its succes-
sor in a phrase. Nevertheless, this method
performed better than that of using two-word
dependency relation (2). This result may be
language-specific because Japanese has a strong
tendency for word to modify the adjacent word
to its right. However, the performance of our
method (3) is much better than those of (1) and
(2). We attribute the better performance to the
estimation procedure, which seems to capture
the syntactic and semantic constraints better
than other methods, as we have taken a “wider
context” in the disambiguation process. Using
three-word dependency relations, we can cap-
ture more syntactic information that is not in-
cluded in two-word dependency relations. For
example, the distance between two words or
constituents has a strong influence on the de-
pendency relations but it is not considered in

* We use mutual information between the classes of
the two words to measure the strength of association

between them,
I(fwwa]) = logy (%{—C{(—)%C%l) : (8)

where C1 and C» are word classes that correspond to
the words w; and wa, respectively. The classes were
selected from the EDR Concept Dictionary accord-
ing to their t-score, using Algorithm.

the work based on two word dependency rela-
tions. Our method, on the other hand, can cap-
ture this information and then differentiate the
most probable structure from the candidates.

Table 4 shows a few examples in which
attachment by two-word dependency relations
failed and our method succeeded**. In the first
example, Rangoon is taken to modify the third
constituent, forest, when we use the two-word
dependency relation, since I([wyws]) is bigger
than I([wywz]). In our method, however Ran-
goon modifies outskirt, since I([[wyws]ws]) is
bigger than I([w;[wews]]). In Table 4, the mu-
tual information in bold font indicates the prop-
erly selected syntactic structure for the con-
struction in our method.

Our method takes its toll in some cases, how-
ever. Sometimes, the annotations in the corpus
are doubtful. In Konnichi no kankoku no fuhai
or 4 HOEE DM (today’s Korean corrup-
tions), for instance, either [today’s [Korean cor-
ruption]] or [[today’s Korean] corruption] seems
semantically acceptable. This fact may explain
why the result obtained by human beings is
worse than we expected.

Other incorrect choices were due mainly
to the data sparseness. In this case, our
method finds no class co-occurrence with the ¢-
score above the threshold. Estimates are then
made for all co-occurrences, and the algorithm
chooses the most probable structure, which in
effect becomes that of right attachment.

Although it is not a methodological defi-
ciency, our method apparently suffers from the
size of the training data (11,224): we found
that about 37% of the test data suffer from data
sparseness. When we eliminated these data and
tested our method, we obtained a success rate

*% In Table 4, na means not available.
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of 79.3%. This tells us that using a larger set of
training data helps improve the overall success
rate.

5. Discussion

5.1 Applications to Other Kinds of
Structural Disambiguation Tasks

The method presented in this paper can be
used for resolving various kinds of structural
ambiguities, such as complicated noun phrases,
coordinate structures, and prepositional phrase
attachments.

Let us take an example and show how to dis-
ambiguate the sentence Put the dress on the
rack. It has two possible dependency struc-
tures [Put [dress][on rack]] and [Put [dress [on
rack]]]* in which the prepositional phrase on
(the) rack is attached to the verb Put and the
noun dress, respectively. We decompose these
structures into TWDRs:

[Put [dress][on rack]] =

[[put dress] on] + [put [on rack]]
[Put [dress [on rack]]] =

[put [dress on]] + [dress [on rack]]

We calculate the class-based probability for
each TWDR by using the classes selected by
the Algorithm. We then estimate the probabil-
ity for each structure b;f multiplying the proba-
bilities of its TWDRs7)®) and select the struc-
ture that has the highest probability. In the
example, since both [put [on rack]] and [dress
[on rack]] are possible, the probabilities will re-
flect the fact that [[put dress] on] is more likely
than [put [dress on]], since the verb put requires
both a direct object and a locational object.
The comparison leads us to identify the first
structure as the most probable interpretation.

Let us take another example in disambiguat-
ing a Japanese noun phrase with an adjective
in it, BARDE LW]IIOF M. It contains three
possible interpretations: [HA® [FE LW Il
)] (the beautiful flow of river(s) of Japan),
[HARD [[3E LW ©fi]] (the flow of beautiful
river(s) of Japan), and [[HZA® [3£ L\ I]] D
] (the flow of Japanese beautiful river(s))**.
To deal with this problem, we decompose the
structures into TWDRs of [HA® [ L ][],
[BAR® o], [[HARDI] o, [ L

* Here, we ignore the determiner the in the sentence
and simplify the bracketing notations.
*% In Japanese, the attachments or dependency rela-
tions should not be crossed.
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N o, 3 L JIoFii]] using the method
in Section 2. We compute the probability for
each dependency structure and select the one
with the highest probability as the most prob-
able interpretation of HARDZE LW I[Dfiti.

We have no difficulty in extending our
method to noun phrases with more than two
instances of no (e.g., ROXDEDKANDEE
(the photograph of my father’s former friend)).
What we need is to decompose such a construc-
tion into a series of TWDRs. However, it is
noted here that we may need to incorporate a
distance measure into our method, since such a
measure is effective for determining the struc-
ture of compound nouns. Kobayashi et al.'®
proposed a method for analyzing structure of
Japanese compound nouns composed of kanji
(Chinese) characters, using collocational infor-
mation from a corpus and semantic informa-
tion from a thesaurus, and strengthened their
method by introducing a distance measure to
improve the performance.

5.2 Conclusion

We have presented a structural disambigua-
tion method using lexical preferences estimated
from three-word dependency relations. We
proved experimentally that the method works
well for determining the correct syntactic struc-
ture in ambiguous constructions.

There have been some proposals using three-
word co-occurrences in the literature8):19),
However, none of them have used dependency
relations in three-word co-occurrences. We are
the first to use three-word dependency relations
in estimating the strengths of association and to
apply it to structural disambiguation tasks.

The t-score seems to be effective for selecting
reliable classes from a taxonomical hierarchy.
To our knowledge, the t-score, a standard mea-
sure of the likelihood that an occurrence can
be attributed to chance, has not been used be-
fore as a measure of reliability in selecting class
co-occurrences.
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