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Parallelization of molecular dynamics program and its performance on VPP500
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1. Introduction
Molecular dynamics (MD) is known as a method simulating the behavior of molecules which are
- moved according to Newton equations with preferably decided potential energy function.

Following is the general expression of Newton equations with a potential energy function.

d? ry /dt? =—VP where r i are the coordinates of atoms, Suffix i denotes the atom.

’ P = Pbonded+ P non-bonded (neutral) - Pnon-bonded(charged)

In the programs of molecular dynamics, simulations are done going through several calculation
stages. In the case of famous MD program AMBER, they are as follows [ 1]

Stage.1) Pair list generation for non-bonded pairs

Stage.2) . Force calculation for non-bonded and bonded pairs

Stage.3) Scaling of coordinates '

Stage.4) Time integration and SHAKE processing

2. Program description
Stage.2) explained in the previous chapter is one of the most time-consuming parts of MD
programs. We made a sample program testing a parallel ‘implementation on the force calculation
for non-bonded pairs in this stage. We take the following potential energy function.

P (riy) = dx( (1/ri;)%x12 - (1/ri3)%%6 ) -Pcut ( ri3;= Recut)

P (ri5) =0 . (i3> Reut)

where r i3 is a distance between the atoms i and j. The unit cell length L is given as

(1/ p)*x1/3. We set Reut L/2. Finally Pcut is calculated as 4%((1/Rcut)%x12-(1/Rcut)**8).
We simulate the model with 8000 same atoms, the number density o 1is 0.5, and the maximum time
iteration number is 100.

3. Specific features of VPP500 '
We summarize the specific features of VPP500 [2] .

- The VPP500 is a highly parallel Vitual Global Memo —
distributed memory gystem. .

- A crossbar network interconnects T
up to 222 PEs. ﬁ hﬁ
~ Bach PB has the vector performance of Locs) MemoryJ (Local Memary | \ Local Memory
1.6 GFIODS Scalar| [Vector Vector| l Scalar| Vector
- FORTRAN77 EX/VPP compiler presents programmers Lo L [(mnlLum lmn.sum
a data-parallel shared memory paradigm on the :
distributed local memory architecture. Fig.1. Configuration of VPP500

4. Parallelization and its performance
Parallelization is done with a particle decom9031t10n method and its application to the program
is explained as follows,

({Data decomposition)) Data of the coordinates of atoms are used as replicated local
. arrays.
((Procedure decomposition)) Quter loop of 2-nested DO loops for force calculations is
parallelized in CYCLIC.
((Data transfer)) Data segments of forces and potential energy- calculated on each
PE are transferred to all other PEs.

We will show how to program for parallelization with FORTRAN77 EX/VPP.
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Comparison of the parallelized code with the original one

<< Original code >> << Parallelized code >
e 1X0CL PROCESSOR P (4)
parameter (n=8000) parameter (n=8000)

IXOCL INDEX PARTITION Q=(P, INDEX=n, PART=CYCLIC)
1X0CL SPREAD DO /Q

do‘iO i=l,n do.%O i=l,n
do 20 j=itl,n do 20 j=itl,n
Calculation of forces and Calculation of forces and
potential energy potential energy
20 continue o 20 continue
10 coﬁiinue | 10 coﬁiinﬁe

1XOCL END SPREAD

We will show the parallel performanée below.
Data transfer of forces and potential
R energy and summation of them
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Number of PEs Fig 2, Parallelization performance

4. Discussion
- We discuss the 2-nested DO loops which are parallelized. The calculation of inner DO loop
is done in the range for j to run from i+l to n. The computational amount of the inner D0

" Relative performance is given as the parallel

PEs where N is the number of PEs. Solid line

loop decreases as i increases. Parallelization where computational segment with respect to
i is allocated cyclicly to PEs is suitable in this case. We obtain homogeneous granularity

by this parallelization.

- Data transfer from one PE to all other PEs is needed just after the calculation of the
parallelized DO loops at each time step. This may not cause significant difficulties,
because VPP500 has crossbar network which realizes homogeneous and high-speed data
transfer. In the case using 8 PEs, time for data transfer occupies as small as 4 % of the
total elapsed time,

- The computational amount of the 2-nested DO loops is characterized at the order of

(the number of atoms)¥k2. That of the rests is characterized at the order of (the number of

atoms). In the case where the number of atoms is 8000, we can focus our parallellzatlon
efforts on the 2-nested DO loops above.

With these reasons we have achieved the scalable performance on VPP500 about the parallelization

of a MD program,
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