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I. INTRODUCTION

Parallel computers based on the multiple-
instruction multiple-data (MIMD) message-
passing paradigm have proven to be effective in
the solution of a large number of problems [1].
Their direct, regular structure allows the
exploitation of locality of communications and
provide networks which are flexible in their
ability to be scaled. Inter-process communication
in a multicomputer is implemented by the
passing of messages via a communications
network. Thus, the performance of the
communications network has a major effect on
the overall performance of the system. Often a
message will have to pass through a number of
intermediate nodes before reaching it's
destination and it is therefore desirable that the
functions of message routing and computation
are separate.

In this paper we present a preliminary
discussion of a MEssage-passing Gate Array
(MEGA) router, which is currently under
development at the University of Tokushima.
Fujitsu's ViewCad gate array design software is
being used to design and evaluate the
performance metrics possible with a semi-
custom design. Section II presents a discussion of
the requirements of a message router. Section III
introduces the architecture of the MEGA router
and conclusions are presented in Section IV.

II. ROUTER OVERVIEW

Presented in Fig. 1 is a block diagram of the
basic modules of a message router.

The input unit controls the message flow into
the router, buffers messages when two or more
request the same output, determines the output
port for an incoming message based on the
routing algorithm, and requests access to the
switch and output unit by queuing requests to
the arbitration unit. The routing algorithm
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Figure 1: Message Router

should ) p s ure that
deadlock and livelock conditions cannot exist in
the network. The arbitration unit controls access
to the switch and output unit so as to minimize
the average delay experienced by a message in
the network. The output unit controls the flow of
data across the physical channel separating two
routers, or a router and a processing element.

III. MEGA ROUTER

A number of researchers and commercial
developers have developed hardware routers for
use in multicomputer networks recently [31[4](6].
These have typically been implemented using
full custom VLSI techniques which has enabled
them to achieve high throughput, and low
message latencies. However, a number of
advantages exist in taking a semi-custom
approach to the design [5]. These include a
shorter design time, lower production costs for
small volumes of devices, and well established
design and simulation tools.

The MEGA router is being implemented using
Fujitsu's ViewCad system, which is hosted on a
Fuyjitsu FMR-70 personal computer. This system
allows up to 32,000 basic cells per design, and
supports schematic entry, design rule checking,
functional simulation and critical path analysis.
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Fig. 2 illustrates a block diagram of a single
channel of the MEGA router. When a packet
arrives at the input, the input controller will
determine the output port that the packet
requires, and signal the local arbiter that it has
an output request. The output port assignment is
determined by the routing algorithm, which is a
function of the network topology. The local
arbiter assigns one of the competing input
requests to be passed to the virtual channel
arbiter of the requested output port. Once an
input is assigned a output virtual channel by the
virtual channel arbiter, it will hold this resource
until packet transmission is complete. This is
required as the MEGA router implements
wormhole routing, and therefore only the leading
flitl [2] contains routing information. Once a
packet is assigned a virtual channel it will
compete with other packets, at the flit level, for
the switch and physical channel. The physical
channel arbiter maintains buffer status
information for the input buffers on the current
node and the receiver buffers on the next node.
This ensures that the physical channel will only
be assigned to a virtual channel if the receiving
buffer of the next router is empty and the input
buffer of the current router is full. A small
output buffer is provided to decouple the timing
of the switch and physical channel resources.

The first design prototype has virtual channel
buffers 16 bits wide and four words deep. Each
virtual channel requires 417 basic cells (BCs) to
implement and a full buffer containing eight
virtual channels, including input and control
logic, and output multiplexers requires 3645
cells. The arbiters all implement round-robin
arbitration and the router contains 10 uni-

1 A flow control digit, or flit, is the smallest unit of
information on which flow contro! is performed.

channels, virtual channel
depth, virtual channel allocation, network
topology (via the routing algorithm), and
arbitration schemes, we will be able to ascertain
the performance of the router prior to actual
fabrication.

IV. CONCLUSIONS

In this paper we have presented an overview of
the MEGA router project, which is being
undertaken to design and evaluate the
performance of a dedicated hardware router for
use in a MIMD message passing multicomputer.
By taking advantage of the design tools available
for gate array design we will be able to
completely evaluate the performance metrics

of our router prior to fabrication.
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