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1. Introduction One of the attractive features of dis- e T(B) Overall mean job response time (It is a convex
tributed computer systems is the capability to share pro- function with respect to 8).
cessing of jobs in the event of overloads. This study fo- .
. . Node ¢
cuses on the issue of balancing loads between nodes of 5
a distributed system in response to imbalances in loads. Res&urc S !
We study optimal static load balancing problems in dis- . ueues N
tributed corl;pu‘ter systems that consisgt of a set of het- i ;r. S Noge "
erogeneous host computers connected by a single channel i
communications network such as LANs. , v
Tantawi and Towsley [1] considered an overall opti- Comm. NetworK
mal policy which optimizes the overall mean job response
time. They derived the conditions that the optimal so- Nodel1 Node|2 ...

lution should satisfy. We call the solution the optimum.
In this paper, we study an individually optimal policy ~Figure 1. A model of a distributed computer system.
whereby job scheduling is determined so that every job

may feel that its own expected response time is minimum, Jobs arrive at each node according to a time-invariant
in the same model as the Tantawi and Towsley single Poisson process. A job that arrives at node (origin node)
¢' ~s model. We show the conditions that the solution of may either be processed at node i or be transferred to an-
the individually optimal policy satisfies. Then we study other node j (processing node). We classify nodes into
the characteristics of the overall and individually optimal either set of idle source (Rq), active source (R,), or neu-
policies and the effects of varying the system parameters tral (V).

on the performance variables of these policies.

3. Optimal Solution According to the results of Tantawi
2. Model Description We consider a distributed com- and Towsley [1], we have the following theorem for the
puter system model that consists of n nodes (host com- overall optimal policy. '

puters) connected by a single channel communications
network as shown in Figure 1. Let us have the following
notation. :

Theorem 1  The optimal solution, B satisfies the rela-
tions

v

e n Number of nodes fdB:) a+g(X), Ai=0 (¢ € Ra),
fiB) = a+g()), 0<Bi<¢: (i€R,),

: a fi(B:) S a+g(}), Bi=¢i(i€N),

o & Total external job arrival rate, i.e., = 20, ¢; a = fiB) (:€8),

¢ ¢; External arrival rate to node :

IN

e B; Job processing rate (load) at node ¢, 5; > 0 where o is the Lagrange multiplier and

A p [ﬁlaﬂ%---’ﬂn]
fi(B:) = d(BiFi(B:))/dBi,  g(A) = d(AG(X))/d.

"o X Total traffic through the network ,
: For the individually optimal policy, we have the fol-
o Fi(B:;) Expected node delay of jobs processed at lowing definition.
node i (We assume that it is differentiable, increas-

ing, and convex with respect to f3;) Definition: B is said to satisfy the equilibrium condi-

tions for the individually optimal policy, if the following
e G()\) Expected communication delay of jobs (We relations hold:

assume that it is differentiable, nondecreasing, and ’
convex with respect to X) : Fi(B) 2 R+G(A), Bi=0 (7 € Ry),

F(B) = R+G(\), 0<p:i< ¢ (i € R.),
Parametric Analysis of Optimal Static Load Balancing . B < F(f)<R+G(), Bi=di(i€N),
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We call 8 the solution of the individually optimal pol-
icy if it satisfies the above equilibrium conditions. We
also call such a B the equilibrium. For the individually
optimal policy, we have the following theorem.

Theorem 2 The individually optimal policy has a solu-
tion. That is, there exists one and only one B that satisfies
the above equilibrium conditions.

4. Parametric Analysis In this section, we study the
effects of the system parameters on the behavior of the
system in the optimum and in the equilibrium while node
partition remains the same, respectively. We consider the
communication time ¢, the node 7 processing time u;, and
the node ¢ job arrival rate ¢; as system parameters. We
use a vector p to denote [t, u1, Uz, ..., Un, d1, b2, ..., Pn).

For the overall optimal policy, we have the following
relations.

Theorem 3 The following relations hold for the incre-
mental node delay op) at sinks.

da(p)
—67- < 0.
%p) | o iecsuR,,
8u,~
= 0, 1€ NURy.
ag;?) > 0, i€ SUR,,
= 0, 1€ NUR;y.

Denote the overall mean job response time in the op-
timum under the overall optimal policy by T'(p). Then
we have the following theorem.

Theorem 4 The following relations hold for the overall
mean job response time in the optimum, T(p).

9T(p)
5 > O
8T(P) . o ieSURLUN,
8u.~
= 0, t€ Ry

For the individually optimal policy, we have the fol-
lowing theorems.

Theorem 5 The following relations hold for the ezpected
node delay R(p) at sinks.

OR(p)
—_— 0.
T
9R(p) > 0, 1€ SUR,,
3u.~
= 0, -1 € NU R;,.
OR(p) .
—_— 0 SUR,,
Fr
= 0, 1€ NUR,y.

Theorem 6 The following relations hold for the overall
mean job response time in the equilibrium, T(p).

m > 0, t€e SUR,UN,
é)u,-

= 0, i€ Ry.
) o e momun

5. Numerical Examination We have examined nu-
merically the effects of the system parameters in several
examples of a distributed computer system that consists
of four nodes connected via a single channel. Each node is
modeled as a central-server model. We consider processor
sharing M/G/1 model for the single channel communica-
tions network.

We have observed (results not presented here), in most
cases, that the results of the numerical examination agree
with our intuition and that the overall mean job response
time of the equilibrium is close to that of the optimum.
We also observed that, in most cases, the individually op-
timal policy is more sensitive to the system parameters
than the overall optimal policy.
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Figure 2. The overall mean job response times (T'(f))
under the overall and individually optimal policies in the
case where ¢; =80, ¢2 =T, ¢3 =17, and ¢4 = 7.5.

6. Conclusion We found that the two policies have
very similar characteristics even though they are of the
nature entirely different from each other. We observed
that two policies can be implemented in the similar way.
We observed, however, such anomalous phenomena that
there are cases where in the equilibrium, the overall mean
job response time decreases even though the communica-
tion time increases and that there are cases where in the

" optimum and in the equilibrium, the overall mean job re-

sponse time decreases even though the job arrival rates
increase.
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