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Video data transfer is one of the major type of traffic over the Internet. However, it is
impossible for the current Internet to guarantee the network QoS for video transfer, and an
influx of a large amount of video data into the Internet may cause serious network congestion.
To resolve these problems, we previously proposed a protocol using congestion control based
on rate control of video coding level and data transfer level, and evaluated this protocol using
software simulation. However, in order to apply this protocol to real video communication,
our previous protocol had some problems mainly with regard to efficiency. In this paper, we
present an improved specification of a video transfer protocol with two level rate control. This
paper also describes the results of implementation and evaluation of an actual video transfer
system using our improved protocol, and a commercial video tool with H.261 encoding. The
results show our protocol can transfer video data effectively and fairly through a congested
network.

1. Introduction

Recently, video data transfer has become a
major type of traffic over the Internet. In video
traffic, individual video data packet needs to
be delivered before the time when the packet
is scheduled to be reproduced, and in order to
satisfy this requirement, it is expected that a
network will guarantee the Quality of Service
of network (network QoS or QoS for short)
such as bandwidth and delay variation for video
traffic. However, the current Internet can-
not provide the QoS guarantee, so all traf-
fic tries to use all of the available bandwidth
by itself. Therefore, if the sum of generated
traffic becomes larger than the network band-
width, delay and/or packet loss will occur at the
sender terminals and the intermediate systems
(routers). This situation is network congestion.
Therefore, in order to transfer video data over

the Internet, a congestion control with the fol-
lowing functions is required.
• The sender and receiver terminals support

more than one coding rate for video data.
• If QoS is degraded due to network conges-

tion, the sender terminals detect this QoS
degradation and decrease the coding rate of
video data so that the video traffic is not
affected by the congestion.

• If network congestion has ended and QoS
has improved, the sender terminals detect
this QoS improvement and increase the
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coding rate to the maximum rate at which
data can be transferred under the improved
QoS.

There are several proposals on congestion
control for video data transfer 1)∼3), where the
sender terminal changes the coding rate based
on packet loss ratio and/or RTT (Round Trip
Time). Further, Refs. 4) and 5) propose the
TCP friendly congestion control, which aims to
make all traffic in the Internet including video
traffic use a TCP-like congestion control mech-
anism. These congestion control schemes de-
crease and increase the coding rate of video
data itself, in order to detect the start and end
of network congestion. However, in the case
where multiple video data traffic is multiplexed
and causes network congestion, these schemes
may cause an oscillation where the coding rate
increases and decreases continuously. The rea-
son for this oscillation is as follows. If net-
work congestion occurs, all or most of the mul-
tiplexed traffic will start decreasing the rate.
After that, network congestion ends, the mul-
tiplexed traffic starts to send more data by in-
creasing the coding rate, and this causes net-
work congestion again. As a result, the coding
rate keeps decreasing and increasing instead of
using the average of the available bandwidth.
This situation is not good for the quality of
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video data itself 6).
In order to resolve this problem, we previ-

ously proposed a video transfer protocol using
a congestion control method with a two level
rate control 6).
• By rate control of data transfer level,

degradation and improvement of QoS are
detected. At this level, a TCP-like conges-
tion control is adopted in order to detect
the QoS change quickly (e.g., in the order
of RTT), and to allow the video traffic to
behave similarly to TCP traffic.

• By rate control of video coding level, an
appropriate coding rate is selected by ob-
serving the fluctuation of the data transfer.
This coding rate is adjusted with a dura-
tion long enough (e.g., a few seconds) not
to degrade the quality of video itself.

In Ref. 6), we described the detailed procedure
of our protocol and the results of an evaluation
using software simulation. However, in order
to apply this protocol to real video communi-
cation, our previous protocol had the following
problems.
( 1 ) Since our previous protocol uses one ac-

knowledgment packet (ACK) for each
data packet (DT) for RTT measurement,
too many ACKs are generated.

( 2 ) Since our previous protocol uses RTT,
the estimation of QoS is affected not only
by the transmission delay in the DT for-
warding direction, but also by that in the
reverse direction.

( 3 ) In order to check whether there is no
network congestion, the sender needs to
transmit DTs at a transmission rate de-
termined according to the protocol, even
if there is no video data to be transmit-
ted. In such a case, DTs carry unneces-
sary padding data.

( 4 ) Since the coding rate and the DT trans-
mission rate are determined indepen-
dently, it is possible that the transmis-
sion rate of DTs becomes much lower
than the coding rate. In such a case, a
large buffering delay is inserted because
a large amount of video data waiting for
transmission is accumulated.

Moreover, Ref. 6) evaluated our previous pro-
tocol only through a software simulation with-
out using any video data. In order to verify
that the protocol can be applied to real video
communication, it is required to implement a
video transfer system with such a protocol and
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to evaluate the performance of the system using
actual video data.
In this paper, we present a video transfer pro-

tocol which resolves the problems of our pre-
vious version, and describe the results of im-
plementation and evaluation of an actual video
transfer system using our improved protocol
and a commercial video tool with H.261 7) en-
coding. This paper is organized as follows. Sec-
tions 2 and 3 explain the specifications of our
improved protocol. Section 4 describes the im-
plementation of the video transfer system with
our protocol. Section 5 evaluates the perfor-
mance of the protocol using the video transfer
system. Section 6 gives some discussions on the
results. Section 7 concludes this paper.

2. Overviews

Figures 1 and 2 show the layer structure
of our improved protocol and an example of
a communication sequence, respectively. The
overview of the protocol is as follows 8),9).
( 1 ) As shown in Fig. 1, on both the sender
and receiver sides, the protocol is composed of
two layers; one is a video coding layer and the
other is a data transfer layer. On the sender
side, the video coding layer encodes video data
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on a per frame basis at the rate indicated by
the data transfer layer, and stores a video frame
with its encode time in the segmenting buffer.
The data transfer layer segments a video frame
into DT packets and transmits them. On the
receiver side, the data transfer layer reassembles
DT packets into a video frame, and delivers it
to the video coding layer.
( 2 ) The data transfer layer uses DT pack-
ets and ACK packets. A DT includes a seg-
mented frame whose length is fixed, and some
control fields such as timestamp, group number,
sequence number, and ACK request flag. The
timestamp indicates the transmission time of
the DT. The group number and sequence num-
ber are used to identify a DT. The group num-
ber is incremented after requesting an ACK, or
after changing the transmission rate of DTs,
or on sending the first DT for a video frame.
The sequence number is incremented on each
DT transmission and reset to 0 when the group
number is updated. The ACK request flag in-
dicates that the receiver side needs to transmit
an ACK in response to this DT.
On the other hand, an ACK includes group

number, sequence number, average one-way de-
lay and packet loss ratio. The group number
and the sequence number indicate those of the
corresponding DT. The average one-way delay
means the average of the difference between
sending time and receiving time of DTs which
have been received after the previous ACK. By
using the one-way delay, the problem of QoS
estimation by RTT is resolved. The packet loss
ratio is the ratio of lost DTs among DTs which
have been received after the previous ACK.
In order to avoid the frequent ACK prob-

lem in our previous protocol, the sender side
requests an ACK every time after it has trans-
mitted a specific number of DTs, or when it
transmits a DT including the last segment in a
frame (see Fig. 2 (a)/(b)).
( 3 ) The sender side controls the DT trans-
mission rate by changing the time interval of
transmitting DTs (DT transmission interval
for short) in the following way.
The sender side keeps the minimum value of

the average one-way delay as the minimum one-
way delay. If the difference between the aver-
age one-way delay in an ACK and the minimum
one-way delay is smaller than a threshold, the
sender side considers that there is no conges-
tion, and decreases the DT transmission inter-
val (see Fig. 2 (b)/(c), (d)/(e), (h)/(i)). On the

other hand, in the case that the difference be-
tween the average one-way delay and the min-
imum one-way delay is larger than the thresh-
old, the sender side considers that congestion
occurs and increases the DT transmission in-
terval (see Fig. 2 (f)/(g)). The increase and de-
crease of the DT transmission interval are con-
trolled by separate algorithms for severe and
moderate congestion, which correspond to the
slow start and congestion avoidance algorithms
in the TCP congestion control 10), respectively.
Section 3.2 describes the details of these algo-
rithms.
It should be noted that DTs are not trans-

mitted in the DT transmission interval when
there are no video frames stored in the segment-
ing buffer (see Fig. 2 (n)/(o)). This resolves
the problem that unnecessary padding data is
transmitted by our previous protocol.
It should be also noted that once the DT

transmission interval is changed, it will not be
changed again until the sender side receives
an ACK for DTs having been transmitted by
it (see Fig. 2 (j)–(m)). For this purpose, the
sender side maintains the value of the group
number when the DT transmission interval is
changed and compares it with the group num-
ber in a received ACK.
( 4 ) The sender side uses one coding rate
value for a duration such as a few seconds. The
data transfer layer calculates an appropriate
coding rate for the next duration by observing
the changes of DT transmission interval, and re-
ports it to the video coding layer. The detailed
algorithm on how to determine the coding rate
is described in Section 3.3.
( 5 ) Since the DT transmission intervals
change dynamically, it is possible that the cod-
ing rate becomes larger than the DT transmis-
sion rate. In such cases, the data transfer layer
on the sender side discards a whole frame from
the segmenting buffer after a specific time (e.g.,
100msec order) has passed since the frame was
encoded. This resolves the problem of our pre-
vious protocol that there is a large buffering
delay inserted on the sender side.

3. Detailed Algorithms

3.1 Parameters
Our protocol uses the following parameters.
• int: value of DT transmission interval.
• intcong: value of int when network con-

gestion is detected.
• intmax, intmin: maximum and minimum
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values of int, which are determined by the
maximum and minimum coding rates, re-
spectively.

• delaymin: minimum value of average one-
way delay reported by ACKs. On receiving
an ACK, it is verified whether the value of
the average one-way delay in the ACK is
smaller than delaymin. If so, delaymin is
updated to the received value.

• α, β, ε: thresholds of average one-way de-
lay and packet loss ratio, for detecting net-
work congestion. When an average one-
way delay minus delaymin is larger than or
equal to β, or a packet loss ratio is larger
than ε, the congestion is considered to be
severe, and when an average one-way de-
lay minus delaymin is between α and β,
the congestion is considered to be moder-
ate. When an average one-way delay mi-
nus delaymin becomes smaller than α, it is
considered that the congestion has ended
or that there is no congestion.

• A, B: increasing ratios of int when mod-
erate and severe network congestion is de-
tected, respectively.

• a, b: coefficients for decreasing int while no
congestion is detected. a is an increase of
the number of DTs allowed to transmit in
one unit time. It linearly increases the DT
transmission rate, which is proportional to
the reciprocal of int. b is the decreasing ra-
tio of int. Either a or b is selected according
to the values of int and intcong.

• ∆, δ: duration of adjusting coding rate,
and threshold ratio for determining the
next coding rate.

• µ: coefficient to reflect the average of time
intervals in which DTs have been actually
transmitted, in determining the next cod-
ing rate.

3.2 Algorithm for Determining DT
Transmission Interval

Figure 3 shows the pseudo code for deter-
mining the value of int on the sender side. Ac-
cording to the difference between the average
one-way delay (delayave in Fig. 3) and delaymin,
and/or the value of packet loss ratio, the data
transfer layer performs one of the following al-
gorithms.

3.2.1 Algorithm for Severe Congestion
When the average one-way delay minus

delaymin is larger than or equal to β, or the
value of packet loss ratio (loss in Fig. 3) is larger
than ε, the value of int at this time is saved in

if((delayave - delaymin �� �� 

   �� ��	

 � ����      /* (a) */ 

    intcong = int; 

    int = int * B; 

    int = MIN(int, intmax); 

} 

elseif(delayave - delaymin �� 
�� /* (b) */ 

    intcong = int; 

    int = int * A; 

    int = MIN(int, intmax); 

}  

elseif(delayave - delaymin � 
�� 

    if(int > intcong * A)     /* (c) */ 

        int = int * b; 

    else       /* (d) */ 

        int = int / (1 + int * a); 

    int = MAX(int, intmin); 

} 

Fig. 3 Pseudo code for determining DT transmission
interval.

intcong and the value of int is multiplied by B
(see Fig. 3 (a)). After that, if there is no conges-
tion, that is, the average one-way delay minus
delaymin is smaller than α, int is decreased to
int × b (see Fig. 3 (c)). Such a decrease of int
causes an exponential increase of DT transmis-
sion rate, and we consider that it corresponds to
the slow start algorithm used in TCP. If the de-
creased value of int is smaller than intcong ×A,
the data transfer layer follows the procedure de-
scribed bellow (see Fig. 3 (d)).

3.2.2 Algorithm for Moderate Conges-
tion

When the average one-way delay minus
delaymin is between α and β, the value of int at
this time is saved in intcong and the value of int
is multiplied by A (see Fig. 3 (b)). After that,
if there is no congestion, 1/int is increased to
1/int + a (see Fig. 3 (d)). This causes a linear
increase of the DT transmission rate, and we
consider that it corresponds to the congestion
avoidance algorithm used in TCP.

3.3 Algorithm for Determining Cod-
ing Rate

The data transfer layer on the sender side de-
termines the coding rate based on the changes
of int during the duration ∆. It performs the
following procedure at every end of ∆.
( 1 ) The data transfer layer calculates the his-

togram of the number of DTs transmit-
ted with various values of int. Let n,
inti, and si (1 ≤ i ≤ n) be the num-
ber of values of int used in a duration ∆,
the ith value of int in increasing order
(i.e., int1 < . . . < intn), and the num-
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ber of DTs which are transmitted with
inti, respectively. It should be noted that∑n

i=1 si is equal to the total number of
DTs transmitted during the duration ∆.

( 2 ) Then, the data transfer layer calculates
the value of int such that δ of all trans-
mitted DTs are transmitted at a smaller
interval (at a higher rate) than that
value. That is, it calculates the smallest
value of k such that

∑k
i=1 si∑n
i=1 si

≥ δ.

( 3 ) The data transfer layer calculates intave,
the average time interval of DTs which
have been actually transmitted during
this duration ∆, by the following equa-
tion.

intave =
∆

∑n
i=1 si

( 4 ) Based on intk, intave and µ, the time in-
terval intnext, which is used for selecting
the coding rate of the next duration ∆, is
determined as follows. At first, intnext is
set to intk. Next, if intave is larger than
µ× intcur, which corresponds to the cur-
rent coding rate of this duration ∆, and
if intnext is smaller than intcur, intnext

is set to the same value of intcur.
intnext = intk; 

if((intave > intcur * �) && (intnext < intcur))

    intnext = intcur; 

( 5 ) The data transfer layer calculates ratenext

as follows:

ratenext =
plen × 8
intnext

where plen [byte] indicates the packet
length in which the data transfer layer
transmits DTs. Finally, among the pre-
defined coding rates values, the data
transfer layer selects the largest one be-

ing equal to or smaller than ratenext and
reports it to the video coding layer. The
reported coding rate is used in the video
coding layer during the next duration ∆.

4. Implementation

We have implemented a video transfer sys-
tem including our proposed protocol on UNIX
workstations. Figure 4 shows its configura-
tion. It runs on Sun workstations with a PCI
video capture card (Sun Microsystems, Sun-
Video Plus) which provides a video frame grab-
bing function and a hardware H.261 codec func-
tion. In H.261, a video frame is divided into
some blocks (macroblock), and either intra-
frame or inter-frame compression is applied to
each macroblock. In inter-frame mode, com-
pression is applied to only the parts of a frame
that have changed from previous frames in or-
der to gain higher rate of compression. How-
ever, if any macroblock is corrupted or dropped,
the corresponding macroblocks compressed in
inter-frame mode cannot be decoded.

Figure 5 shows a display image of the sender
system. The sender software is composed of the
following modules.
• Coding Control Module

This provides the functions of the video
coding layer described in Section 2 together
with SunVideo Plus. That is, it sets up
H.261 coding parameters on SunVideo Plus
such as coding rate, frame rate, and max-
imum quantization based on the coding
rate indicated by the rate control mod-
ule. The last parameter is used to spec-
ify the balance of the frame rate and the
amount of bits per image (i.e., image qual-
ity). This module grabs an H.261 encoded
video frame from SunVideo Plus and passes
it to the DT transfer module. The control
of SunVideo Plus is performed through the
XIL interface 11),12).
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Fig. 5 Display image in sender system.

• DT Transfer Module
This realizes the functions for segmenting a
video frame into DTs and transmitting DTs
according to the time interval directed by
the rate control module.

• Rate Control Module
This receives ACKs from the receiver side
and realizes the functions for determining
the value of the DT transmission interval
and the coding rate for the next duration
∆ as described in Section 3.

• GUI (Graphical User Interface) Mod-
ule
The user can start/stop the video transfer
and terminate the whole program, through
the start, stop, and exit buttons, respec-
tively. In addition, the values of most pro-
tocol parameters described in Section 3.1
can be set from the GUI module.

In order to make the time interval between DT
transmissions accurate, the coding control mod-
ule, the DT transfer module, and the rate con-
trol module including the GUI module have
been implemented separately as a POSIX com-
pliant thread.

Figure 6 shows a display image of the re-
ceiver system. The receiver software is com-
posed of the following modules.
• Coding Control Module

This supports the functions of the video
coding layer together with SunVideo Plus.
When an H.261 encoded video frame is de-
livered from the DT receiving module, this
module decodes it with the help of the

Fig. 6 Display image in receiver system.

H.261 decoder in SunVideo Plus and dis-
plays the decoded video frame through the
video card. These decode and display oper-
ations are performed via the XIL interface.

• DT Receiving Module
This realizes DT packet receiving/reassem-
bling and measurement/reporting of the
average one-way delay and the packet loss
ratio.

• GUI Module
This supports re-initialization and exit
functions for the program through the init
and exit buttons.

The receiver software has been implemented
as one thread because H.261 video decoding,
which is the only heavily loaded task on the
receiver side, is performed on a hardware.

5. Performance Evaluation

In order to evaluate the proposed protocol,
we have performed some communication tests
using the configuration shown in Fig. 7. In
the evaluation, we used two pairs of terminals.
Each pair is composed of a sender terminal (Sun
Ultra 60, 360MHz × 2 CPU, 512MB mem-
ory, Solaris 2.6) and a receiver terminal (Sun
Ultra 10, 333MHz CPU, 128MB memory, So-
laris 2.6). The sender and receiver terminals
are accommodated by the routers (Cisco 2500)
through a 10BASE-T Ethernet. Two routers
are connected by a serial line via a data channel
simulator (ADTECH SX/14) which generates a
reference clock for the serial line to support any
line speed and inserts a propagation delay be-
tween routers.
The test conditions are as follows.
• For the duration of more than 150 sec, real

time H.261 encoded video data are trans-
ferred from the sender to the receiver.

• The video data transfer is performed in a
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pair of sender and receiver terminals (i.e.,
one video transmission), or is performed
concurrently in two pairs of terminals (i.e.,
two video transmissions) using the same
video source.

• In order to realize a bottleneck link, the
line speed between routers is set to 1Mbps
(= 1000 kbps) for both one and two video
transmissions, or 2Mbps for two video
transmissions.

• The propagation delay inserted between
routers is 0 or 100msec.

• Each DT has 512 byte packet length.
• The sender video coding layer uses one of

the following H.261 coding parameters in-
dicated in the Table 1. In all cases, the
value of maximum quantization is set to
the highest value (= 31) in order to keep
the frame rate high as possible.

• The sender data transfer layer discards a
video frame from the segmenting buffer
when the frame has been stored there for
more than 500msec.

• As for the protocol parameter, we used the
following values:
· α = 10msec, β = 100msec and ε = 0.1
for detecting network congestion,

· A = 1.1 and B = 2 as increasing ratios
of int,

· a = 16pps (packets per second) and
b = 0.5 as decreasing parameters of
int,

· ∆ = 4 sec and δ = 0.8 for adjusting
coding rate, and

· µ = 2 to reflect the total amount
of DTs transmitted under the present
coding rate in calculating the next cod-
ing rate.

Figures 8 through 13 show the results ob-
served on sender terminals. These figures give
the following values.
• coding rate: coding rate of video frames

Table 1 Variety of H.261 coding parameters.

coding rate [kbps] frame rate [fps] maximum
quantization

1536 15 31
1024 15 31
768 15 31
512 15 31
384 15 31
256 15 31
128 7 31
64 7 31

requesting to the SunVideo card.
• calculated DT rate: DT transmission

rate calculated from the value of int.
• actual DT rate: DT transmission rate

per video frame being actually sent out.

6. Discussions

( 1 ) Figures 8 and 9 depict the results when
only one video transmission is passing through
the 1Mbps bottleneck serial line. Although the
calculated or the actual DT rate fluctuates fre-
quently, the coding rate stays near the 1Mbps
serial line rate (i.e., 1024 or 768 kbps) after
about 10 seconds irrespective of the presence
of the propagation delay. According to these
results, it is considered that our protocol can
estimate the bandwidth of the bottleneck link
properly.
( 2 ) Figures 10 and 11 depict the results for
each sender terminal when two video transmis-
sions are multiplexed on the 1Mbps bottleneck
serial line, and Figs. 12 and 13 show the results
in the case of the 2Mbps bottleneck serial line.
Independent of the value of the propagation de-
lay, the major part of the coding rate results in
nearly half of the serial line rate, i.e., 512 or
384 kbps for the 1Mbps line rate and 1024 kbps
for the 2Mbps line rate.
Additionally, we also evaluated three video

transmissions through 1Mbps bottleneck serial
line in order to observe behavior of our protocol
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Fig. 8 Results for one video transmission (through
1Mbps line, no delay).

Fig. 9 Results for one video transmission (through
1Mbps line, 100msec delay).

on the configuration with more video transmis-
sions. The results are shown in Fig. 14. Our
protocol keeps the coding rate within the range
between 128 kbps and 512 kbps, where the ex-
pected coding rate is considered to be 256 kbps
or 384 kbps.
Therefore, it is considered that our protocol is

able to share the bandwidth of the bottleneck
link fairly with the same protocol in multiple
terminals.
( 3 ) Generally, it is possible that the actual
DT rate is lower than the indicated coding
rate because of the characteristics of video data
source or those of video encoder. In our eval-
uation, such trends are observered in the cases
that the coding rates are 1024 kbps (see Figs. 8,
9, 12, 13). In such cases, the algorithm with
µ described in Section 3.3 (4) will be effective.
For example, at around the time of 50 sec in
the video data, the actual DT rate is much
lower than the coding rate (see Figs. 8, 9). In
this situation, the calculated DT rate is al-
most its maximum value. Therefore, the rate
corresponding to intk calculated according to

(a) Sender Terminal 1

(b) Sender Terminal 2

Fig. 10 Results for two video transmissions (through
1Mbps line, no delay).

Section 3.3 (2) becomes higher than 1024 kbps.
However, Section 3.3 (4) will keep the coding
rate at 1024 kbps because the actual DT rate is
low.
On the other hand, the actual DT rate is

close to the coding rate in the cases that the
coding rates are 512 kbps (see Figs. 8, 9). In
such cases, the next coding rate will be deter-
mined according to Section 3.3 (2). These re-
sults show that our protocol can determine the
appropriate coding rate even if the sender has
not transmitted DTs according to the value of
int determined in the data transfer layer.
( 4 ) As described in previous sections, the
features of our video transfer protocol (and our
previous one) are the use of two level rate con-
trol, one in the data transfer level and the other
in the video coding level. As a result, it is
possible that the data transfer rate is changing
frequently, like TCP traffic, in order to detect
the conditions of network congestion, and that
the video coding rate is determined correspond-
ing to an average data transfer rate. On the
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(a) Sender Terminal 1

(b) Sender Terminal 2

Fig. 11 Results for two video transmissions (through
1Mbps line, 100msec delay).

other hand, the conventional scheme with one
level rate control causes an oscillation problem
when multiple flows of video traffic are multi-
plexed into a bottleneck link. In order to clar-
ify these situations, we have performed a sim-
ulation study on the conventional method pro-
posed in Ref. 1). In this study, two flows of
video transfer with 10 different coding rate of
1000 kbps through 100 kbps with 100 kbps steps
are multiplexed in a 1Mbps link with 10msec
propagation delay. For the simplicity, we as-
sumed that the original video has enough in-
formation for 1Mbps coding rate. Figure 15
shows the change of coding rate of one video
traffic. It repeats increasing and decreasing
video coding rate in the range of 300 kbps
through 600 kbps. This is the oscillation prob-
lem we mentioned and the comparison between
Figs. 10 and 15 can conclude that our approach
can avoid this problem.
( 5 ) This paper proposes the modified proto-
col for our previous method described in Ref. 6).
The advantages of this paper over the previous

(a) Sender Terminal 1

(b) Sender Terminal 2

Fig. 12 Results for two video transmissions (through
2Mbps line, no delay).

one can be summarized in the following way.
• In the previous paper, we used only the

simulation in order to evaluate the perfor-
mance of the proposed protocol. On the
other hand, this paper shows the results of
actual implementation of a video transfer
system. That is, it is considered that this
paper has shown that our proposed proto-
col works well in actual video communica-
tions.

• As described in Section 1, our previous pro-
tocol had some overhead problems, such
that ACK packets are returned for individ-
ual DT packets and that DT packets are
transmitted in a specific rate, even if there
are no video data to be transferred. Our
new protocol described in this paper has
solved those problems.

As for the second advantage, we can discuss
its improvement as follows. In the results shown
in Fig. 8, the sender transmitted 21658 DTs and
received 4259 ACKs. In Fig. 10, 15061 DTs
and 3365 ACKs were exchanged. If our pre-
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(a) Sender Terminal 1

(b) Sender Terminal 2

Fig. 13 Results for two video transmissions (through
2Mbps line, 100msec delay).

vious protocol is used, the number of ACKs is
equal to that of DTs. These results show that
our new protocol can suppress the number of
ACKs to less than 1/4 of our previous protocol.
Furthermore, our new protocol does not always
transmit DTs in the calculated DT rate. That
is, in Figs. 8 through 14 the actual DT rate is
lower than the calculated DT rate. This comes
from the fact that the video source does not
have enough information for the calculated DT
rate. If our previous protocol is used, unneces-
sary DTs are transmitted at the calculated DT
rate. This means that our new protocol avoids
the waste of network bandwidth largely.
( 6 ) Our evaluation mainly focuses on
whether our protocol can estimate the QoS
properly and can share a network fairly. In
order to verify them, it is required to observe
the sender side behavior where the protocol es-
timates the QoS and decides both the coding
rate and the DT transmission rate. However,
it is also important to evaluate how DTs get
to the receiver because this affects the video

(a) Sender Terminal 1

(b) Sender Terminal 2

(c) Sender Terminal 3

Fig. 14 Results for three video transmissions
(through 1Mbps line, no delay).

reproduction quality. For this purpose, we ob-
sereved the variation of the average one-way de-
lay reported from the receiver. In the results
shown in Fig. 8, the maximum value of the av-
erage one-way delay was 69msec, and the aver-
age value was 13msec. In Fig. 10, these values
were 240msec and 18msec. According to these
results, it is considered that our protocol can
work without adding untorelable delay varia-
tions.



Vol. 42 No. 6 Video Transfer Protocol over Internet with Congestion Control 1713

Fig. 15 Results of a method based on Ref. 1) for two
video transmissions (10msec delay).

7. Conclusions

In this paper, we proposed a video transfer
protocol with congestion control using two lev-
els of rate control based on the previous proto-
col proposed in Ref. 6). The new protocol im-
proves the following items in order to apply to
real video communication.
• By use of an average one-way delay to es-

timate QoS, the number of ACKs, which
used to be the same as the number of
DTs in the previous protocol, is largely de-
creased. Also, this prevents the estimated
QoS from being affected by the situation in
the opposite direction to DT transmission.

• Some problems caused by the rate mis-
match between the video coding layer and
the data transfer layer are solved. The
sender never transmits unnecessary DTs in
order to check whether there is no network
congestion. It is possible to avoid insert-
ing a large buffering delay when the coding
rate is much higher than the DT transmis-
sion rate.

This paper also described the implementa-
tion of a video transfer system using our im-
proved protocol and a commercial video tool
with H.261 coding. The results of evaluation
show that our protocol can estimate the avail-
able bandwidth of the network properly and
share the bottleneck link fairly between two
video transmissions regardless of the difference
between the coding rate and the actual DT rate
and regardless of the propagation delay.
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Editor’s Recommendation

This paper discusses a protocol for efficiently
transmitting video data in the Internet. In this
paper, the authors newly propose a scheme for
resolving congestions in networks by supporting
two levels of rate control. In addition, the pro-
tocol discussed in this paper are implemented
and evaluated. The results obtained by this
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paper are very useful to realize multimedia ap-
plications in the Internet.

(Chairman of SIGDPS Makoto Takizawa)
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