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In mobile computing environments, the limitations of mobile computers and wireless
networks cause frequent disconnections among the hosts. Consequently, transactions on
databases at disconnected sites cannot be executed smoothly without creating problems of
inconsistency among copies of data. In this paper, we discuss how to minimize this problem.
We assume that a database can be divided into clusters according to the data access pattern
and that, for each cluster, the probability of transactions occurring is constant and known.
We also assume that most of the disconnections are intentional and that no two disconnec-
tions can coexist. On the basis of the probability that transactions occur and the duration
of the disconnection between the sites, our approach chooses whichever is more appropriate,
the token method or the optimistic method, to control database updates. The token method
enables a single site to execute transactions during disconnection, and thus ensures that no
conflicts occur between the transactions. The optimistic method lets multiple disconnected
sites execute transactions simultaneously. Conflicts are checked upon reconnection, and roll-
back of transactions is performed if necessary. The evaluation functions of both methods
are derived on the basis of the number of transactions expected to succeed during the dis-
connection period and the waiting time of these transactions before they can be committed.

Whichever method gives a higher evaluation function value is chosen.

1. Introduction

In mobile computing environments, small
portable computers are carried by users who
can move around at will. These computers, also
known as personal digital assistants (PDAs) or
mobile hosts (MHs), have a wireless connec-
tion capability that enables their users to travel
freely everywhere without being limited by the
length of the wired cable. However, there are
some limitations on these mobile hosts. Gener-
ally, mobile hosts run on batteries with a lim-
ited lifetime; a wireless network, though it is
convenient and requires no physical connection,
is costly and has limited bandwidth; and the
connection has lower quality with more interfer-
ence than a conventional wired network. When
a mobile host is beyond the range of the wire-
less network, communication becomes impos-
sible, and disconnection is said to have taken
place. In other cases, to conserve energy, save
network costs and reduce the network traffic in
the wireless network with limited bandwidth, a
mobile host may be disconnected intentionally,
even though its location is within the range of
the wireless network.
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The unique features of mobile environments
are that the bandwidth for communication is
limited and disconnections may occur. There-
fore, if they are to serve as optimal platforms
for database transaction execution, a few points
need to be considered in such environments.
Firstly, communication among mobile hosts
should be minimized, since wireless communi-
cation is costly. This can be done by making
every mobile host carry a data copy, a prac-
tice which is quite common in mobile environ-
ments. By means of this data copy, any trans-
actions can be executed locally except during
the initialization (to inform the network that it
is updating the data) and the commit phase (to
propagate the results).

Secondly, during disconnection, a mobile host
is usually prohibited from initiating a transac-
tion where updates are involved, to prevent in-
consistency between data copies. Also, if dis-
connection occurs during the execution of a
transaction, the transaction may need to be
aborted, since communication capability is lost
and the transaction cannot be committed.

Since conventional approaches disallow trans-
actions in mobile hosts during periods of dis-
connection, the update ability of mobile hosts
is greatly limited and this causes great incon-
venience, especially to mobile hosts with high
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update frequency. Hence, there emerges a need
to be able to update these data effectively and
concurrently, even during disconnection.

As an example of an application in which
data needs to be updated during disconnection,
consider the schedule of a company manager.
When the manager is out of the office, he may
meet with clients who would like to fix a time
to have a meeting with him the following week.
At the same time, his secretary sitting in the of-
fice may receive phone calls from other clients
who would also like to make appointments with
the manager for the following week. In this sce-
nario, an effective way is needed to allow both
parties to update the schedule without having
to contact each other, especially if the manager
is overseas.

Much work has been done to solve the above
problem. References3)~5) focus on file sys-
tems. For database systems, several approaches
have been proposed in Refs. 1) and 11). How-
ever, transactions frequently have to be rolled
back as conflicts may occur among them, re-
sulting in a heavy workload.

References 6), 8)~10) proposed strategies
that partition the data values and allocate them
to different sites for data items that are parti-
tionable and in which transactions executed on
those items are commutative. For example, a
data value of 100 can be partitioned into 60
and 40 and allocated to two sites. This idea
has been further extended for mobile comput-
ing environments in Ref. 7). One drawback of
this approach is that it can only be applied to
partitionable data items, and thus its applica-
bility is limited.

In Ref. 12), several update propagation proto-
cols for replicated databases with basically a
lazy approach using graph theory were pro-
posed. In that paper, it is assumed that for
each data item, there is a primary copy and
several secondary copies, and that only the site
which holds the primary copy can update the
data. In our paper, we eliminate the limitation
that only the primary site can update the data
by not fixing a primary site statically.

We try to raise the data update ability of
transactions in mobile hosts while minimizing
the rollback cost. We investigate the charac-
teristics of two commonly used token and opti-
mistic methods and derive a mathematical for-
mula for determining which method has the
better performance, according to the situation.
Our approach uses a trade-off between the num-
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Example of a system architecture consisting
of fixed and mobile hosts.
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Fig.2 Example of a system architecture: an ad hoc
network consisting of only mobile hosts.

ber of successful transactions and the work ef-
ficiency to choose the appropriate strategy.
The remainder of the paper is organized as
follows. In Section 2, we describe the system
architecture. In Section 3, we explain the ap-
proach of our proposed algorithm in detail. We
evaluate and discuss the proposed algorithm in
Sections 4 and 5, and conclude the paper in
Section 6 with some discussion of future work.

2. System Architecture

In this section, we describe the system archi-
tecture of our proposed algorithm.

We assume an environment consisting of mo-
bile hosts with or without fixed hosts. We do
not differentiate between mobile hosts and fixed
hosts. Each host carries a copy of the database
and can be connected to any other hosts. As
the example in Fig. 1 shows, even if a mobile
host is in a cell within wireless communication
range of a fixed host (mobile support station), it
can voluntarily disconnect from the fixed host.
The mobile hosts can also communicate freely
among themselves. In the case shown in Fig. 2,
the network may be an ad hoc one containing
only mobile hosts that move freely and com-
municate freely with any other mobile hosts
around.
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Disconnections is said to have taken place be-
tween two hosts when these two hosts discon-
nect from each other and there is no other route
connecting them; that is, when there is no di-
rect or indirect way in which they can commu-
nicate with each other.

Disconnections are assumed to occur one at
a time, sequentially, but not simultaneously.
Thus, upon disconnection, the network is sep-
arated into two different networks, which we
consider as two sites. Each site may consist of
one or more mobile hosts and may be further
separated into two different sites. This process
may be repeated recursively, resulting in many
disconnected sites. For the purpose of simplic-
ity, we consider the case in which no two dis-
connections coexist. Thus, there are at most
two sites in the whole network.

We assume that all disconnections are inten-
tional and that the duration of disconnection
is fixed and known. Later in this paper, we
also show that the algorithm can be applied
with little error when the duration of discon-
nection varies from the expected value. Even if
a disconnection is unintentional, the reconnec-
tion time can be predicted by using historical
data or the speeds and directions of motion of
the mobile hosts. Thus, the algorithm can also
be applied to unintentional disconnections.

Let us assume that the database is parti-
tioned into one or more clusters according to
the data access patterns of the transactions.
Data items that are often accessed together in
the same transactions are clustered together.
The probability of the occurrence of transac-
tions for each cluster at each host can be deter-
mined beforehand by referring to historical data
or a schedule. We assume that the probability
is constant.

Our algorithm focuses on only one data clus-
ter. This is to enable independent transactions
to be handled separately so that more transac-
tions can be executed at the same time. The
whole database can be handled by running the
algorithm on all the data clusters. All the de-
scriptions below apply to a single data cluster.

We also assume that transactions are exe-
cuted by using a two-phase commit protocol
as in a distributed environment. When a site
consists of multiple hosts where more than one
host hold the same data copy, two-phase com-
mit is used for any updates to this data copy in
this site. When a transaction is executed at a
host, locks must be obtained from all connected

hosts that hold the data copies updated in this
transaction, and after the transaction has been
committed, the result is propagated to all hosts
that hold the data copies to ensure data consis-
tency. Thus, even though many hosts may own
the same data copy in a site and transactions
may be executed at different hosts, no conflicts
will occur.

Assume that in a very small unit of time, at
most one single transaction can occur at a single
site. Thus, the number of transactions, x, that
can occur in a unit of time at any site is such
that 0 <z <1, where

z = the probability of the occurrence of one
transaction per unit of time at a particular site.

Let P(k)! denote the probability that i trans-
actions occur at site k in ¢ units of time (0 <
i < t). Since at most one transaction can oc-
cur at a site in one unit of time, the probability
that one transaction occurs at site k in one unit
of time is

P(k)! =,
and the probability that no transaction occurs
at site k in one unit of time is
Pk)y=1—P(k);.

In general, the probability that ¢ transactions

occur at site k during time ¢ is:

P(k); = 'C:(P()1)'(P(R)p)™. (1)

(There are {C; ways to arrange i transactions
in ¢ units of time.)

To decide whether the two disconnected sites
will be allowed to run transactions on the data
cluster or not during disconnection, an algo-
rithm is used to choose whichever is better, the
token method or the optimistic method, before
the disconnection. In Ref.2), the concepts of
optimistic strategies and pessimistic strategies
are surveyed as means for maintaining consis-
tency in partitioned networks. The optimistic
method basically allows execution of transac-
tions in different partitions and uses version
vectors or precedence graphs (by detecting cy-
cles) to ensure database consistency. “Tokens,”
one of the pessimistic strategies, allows only the
partition that holds the token (which is deter-
mined dynamically) to access the data. The
definitions of both methods in this paper are as
follows:

e Token method: A “token” is used to rep-
resent the right to execute transactions.
Upon disconnection, the site with a higher
probability of the occurrence of transac-
tions will receive the token, and only this
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site with the token is granted permission to
run transactions on the data cluster (fol-
lowed by a commit action), while the other
site (without token) is prohibited from run-
ning transactions on the data cluster. We
assume that each host holds a unique pri-
ority value which can be decided in many
ways, such as comparing the host ID. When
the probabilities of the occurrence of trans-
actions are the same for both sites, the pri-
ority values of the two hosts involved in the
disconnection are compared and the site
that contains the host with the higher pri-
ority value receives the token.

e Optimistic method: Both sites can run
transactions on the data cluster, but it is
not guaranteed that these transactions can
be committed. In other words, during the
disconnection, if transactions occur at only
one of the sites, these updates will succeed
when the sites reconnect. On the other
hand, if conflicts occur; that is, if trans-
actions occur at both sites, rollback has to
be performed at the site where fewer trans-
actions occurred.

Note that in this paper, the term “conflict
of transaction” can mean not only a conflict
caused by multiple “write” transactions, but
also a conflict caused by conflicting “read” and
“write” transactions. We do not intend to dis-
cuss this in further detail, but in principle con-
flict is defined by the serializability of the trans-
actions.

Disconnection occurs when the connection
between two hosts is broken. These two hosts
will then decide what method to use. Since
we assume that disconnection is intentional, the
method can be decided before disconnection. It
can alternatively be decided after disconnection
as long as the two hosts know the probability of
the transactions occurring at the other discon-
nected site and the priority value of the other
host. This can be easily achieved by exchang-
ing data on the probability that transactions
occur and the priority value once before discon-
nection. The two hosts are also responsible for
propagating the result, that is, the method cho-
sen, to the other hosts at the same site which
hold copies of the involved data cluster.

In Fig. 1, if a mobile host disconnects from a
fixed host, this mobile host and the fixed host
are responsible for deciding the method to be
used. If both parties are mobile hosts (in Fig. 1
or Fig.2), the mobile hosts will be responsible
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for that. Note that if a mobile host disconnects
from a fixed host but can still access the fixed
host through other mobile hosts or fixed hosts,
they are not disconnected, as they are still in
the same site (connected network), and are able
to communicate with each other.

3. Algorithm Description

In this section, we discuss how to choose the
more appropriate method.

Let us consider the number of transactions
that succeed in a range of time (i.e., the
expected duration of disconnection) for each
method. By “succeed,” we mean that the trans-
actions are committed either on the spot or
upon reconnection. Even though it is predicted
that the number of transactions that occur at
the site with a higher probability of the occur-
rence of transactions would exceed that at the
site with a lower probability of the occurrence
of transactions, in real life, there is always a
possibility that the reverse may happen.

In this case, use of the optimistic method will
ensure a higher number of successful transac-
tions, because it decides which transactions will
succeed only after they have occurred, whereas
the token method decides before the transac-
tions occur. However, use of the optimistic
method requires much more work to execute
all the transactions on both sites and later roll
back some of these transactions. Moreover, in
the optimistic method, transactions executed
have to wait for a certain amount of time (i.e.,
from the time at which the transaction is ex-
ecuted to the time at which the site is recon-
nected) before they can be committed. In the
token method, this waiting time is zero, since
the transactions are committed immediately af-
ter they are executed. Thus, when the ex-
pected numbers of successful transactions for
both methods are the same, use of the token
method is obviously more efficient, as it requires
less work and no waiting time. Our algorithm
quantifies the characteristics of both methods.

Since the optimistic method requires a wait-
ing time, in contrast to the token method, we
introduce a function f(x) to define the satisfac-
tion level of each successful transaction accord-
ing to this waiting time. The satisfaction level
of each successful transaction decreases when x
increases, where x is the duration of the period
between the time at which the transaction hap-
pens and the time at which it commits. For
example, when a transaction occurs at time 1
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and commits at time 4, x = 4 — 1 = 3. Thus,
using parameter K (0 < K < 1) as a constant,
we define f(z) as:

1-Kz z< %
= 2
/(@) { 0 otherwise. @

Integrating this function f(x), we define the
evaluation function as the summation of the
satisfaction levels for all successful transactions
relating to the duration of disconnection. We
represent this evaluation function by the sym-
bol F(T') for the token method and F(O) for
the optimistic method.

For the token method, since transactions al-
ways commit soon after they are executed, the
waiting time is always 0 and the satisfaction
level is always 1. Thus, F/(T) equals the number
of transactions that succeed in the correspond-
ing duration of disconnection. This is equal to
the number of transactions which occur at the
site with a higher probability of the occurrence
of transactions (which is the site that will re-
ceive the token), and thus is equal to the sum-
mation of the products of (i) the number of
transactions, and (ii) the probability that this
number of transactions occur. When two sites
A and B exist, and when P(A4)] > P(B)1,

F(T) =1P(A)} +2P(A)5 + ... +tP(A)!

=Y iP(A);
i=1
=tP(A)i.

(We omit the proof here.)

Applying the same concept for P(B)i >
P(A)}, we obtain the following equation:

D I I
| tP(B)} otherwise.

We now derive F(O). For the optimistic
method, the satisfaction level is always less than
1, since a successful transaction only commits
when the sites are reconnected. Transactions
that occur at different times have different sat-
isfaction levels. Thus, we need to consider each
of them separately.

From Eq. (1), we know that:

P(A); = ‘Ci(P(A)]) (P(A)5)" .

Thus, there are 'C; possible patterns in which
1 transactions occur in the duration of discon-
nection t. Thus, the probability of each pattern
occurring is P(A)t/C;.

Table 1 Example of calculating the instances of
P(A)1 for P(A)! using P(A)3.

Time
Pettern 1 2 3 4 | Tota P(A;
1 1 1 0 0 2
2 1 0 1 0 2
3 1 0 0 1 2
4 0 1 1 0 2
5 0 1 0 1 2
6 0 0 1 1 2
Total P(A); 3 3 3 3 12

The formula of P(A)! can be expanded

3
into !C; terms, in which each term equals

(P(ADH (P(A)HE), and thus contains i in-
stances of P(A)} and (¢—i) instances of P(A)}.
Hence, when we consider the total number of
all C; terms, there are i x !C; instances of
P(A)}. These i x 'C; instances of P(A)} are
also evenly distributed over the time 1,2,---,t.
Thus, for each time 1,2, - - -, ¢, the total number
of instances of P(A)} is (i x C;)/t.

As an example, consider the case of P(A)j
(t =4 and i = 2). There are ‘Cy (= 6) patterns
to arrange 2 transactions in 4 units of time as
shown in Table 1. The probability that each
of these 6 patterns occurring is P(A)3/6. For
each, there exist 2 instances of P(A)}, which
add up to a total of (2 x 6)P(A)}, that is,
12P(A)}. These 12 instances of P(A)} are
evenly distributed over the time 1,2, 3,4. Thus,
for each time 1,2,3,4, there are (12/4)P(A)},
that is, 3P(A)].

The actual number of transactions that occur
at each time 1, 2, - - -, t is equal to the number of
transactions multiplied by the probability that
this number of transactions occur (as in the to-
ken method):

i x 'C; " Pgé)f = P(A)! (E>

t t
We now consider the satisfaction level of the
transactions that occur at each time 1,2,---,t.

For a duration of disconnection ¢, if disconnec-
tion occurs at time 1, then reconnection will
occur at time ¢ + 1. Recall from Eq.(2) that
x is the duration of the period from the time
at which the transaction occurs to the time at
which it commits. In this case, we know that
when a transaction occurs at:
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time 1, =z =t,
time 2, x=t—1,
time t, x=1.

Hence, by referring to Eq. (2), the satisfaction
levels f(x) for transactions that occur at each
of the times 1 to t are:

_J1-tK t< %
) o {0 otherwise,
o _J1-(t-1)K t-1<+
ft-1) = {0 otherwise,
f1) =1-K.

Thus, the total satisfaction function, S(A),
is the summation of the satisfaction levels for
the transactions that occur as follows:

otherwise.

For F(T), the evaluation function corre-
sponding to each i (= 1,2,---,¢) is iP(A)!. For
F(O), the satisfaction level is integrated and
the evaluation function for each i is S(A)L.

Thus, when transactions occur at only one
site,

F(O)=P(BIYY_S(A), + P(A)SY_S(B).

When transactions occur at both sites, as
mentioned earlier, transactions occurring at the
site with more transactions will succeed, while
transactions at the other site will have to un-
dergo rollback. Thus, for this case, when the
number of transactions at site A exceeds that
at site B,

t i
F(0) =YY " S(A).P(B)}.
i=1 j=1
When the reverse happens,
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tt
F(0)=Y_> P(A);S(B);.
i=1 j=i
Thus, we obtain the following result:

F(0) = P(B); ZS(Aﬁ
+P(A)(€ZS(B)§
b (4)
+ZZS(A)§P(B)§

i=1 j=1

+> > " P(A)LS(B)E.

i=1 j=i
When F(T) > F(O), the token method is
used, and vice versa.

4. Evaluation

In this section, we will evaluate the algorithm
we proposed in Section 3.
In Figs. 3, 4 and 5, we show how the val-
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Fig.5 Evaluation function versus P(B)} when
P(A)1 =08, K =0.04, and ¢t = 5.

ues of the evaluation functions of the token and
optimistic methods change when we fix the pa-
rameters P(A)}, K, and ¢ (duration of discon-
nection) while varying the value of P(B)i. K
and ¢ are fixed as 0.04 and 5, respectively, in all
cases. In Figs.3, 4 and 5, the values of P(A)]
are set at 0.3, 0.5 and 0.8, respectively. From
the graphs, it can be observed that the opti-
mistic method gives a higher evaluation func-
tion value when the probabilities that trans-
actions occur at two sites are closer; that is,
in each figure, the optimistic method gives a
higher value when the value of P(B)} is close
to the value of P(A)} (when P(B)} is around
0.3 in Fig. 3, 0.5 in Fig.4, and 0.8 in Fig.5).

For both the token and optimistic methods,
it is important that we consider the trade-off
between the work and the results.

The advantage of the token method is that
the success or failure of transactions is known
on the spot without any delay. Only the site
with the token is allowed to execute transac-
tions. In other words, only transactions that
will succeed are executed, while transactions
that will not succeed are rejected straight away.
Thus, there is no waste of work at all in execut-
ing the transactions. The efficiency is 100%.

However, there is no chance at all for a site
without a token to execute a single transaction.
Thus the site with the lower probability of the
occurrence of transactions never has a right to
execute transactions during disconnection.

In the optimistic method, transactions are
tentatively executed in the hope that eventually
they will succeed. In some cases, they may suc-
ceed if no conflict occurs. This happens mostly
when the probability of the occurrence of trans-
actions is not high and/or the duration of dis-
connection is short.

However, the transactions executed may fail

|+Token —&—Opt |

o 2571
2
5 2t
5
= 1.5 F B L L i
=
2 1}
g
s 05
@
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0 0.02 0.04 0.06 008 0.1 0.12 0.14
K

Fig. 6 Evaluation function versus K with the follow-
ing parameters: P(A)] = 0.3, P(B)} = 0.2,
t=5.

if conflicts occur, mostly in cases where the
probability of the occurrence of transactions is
high and/or the disconnection period is rela-
tively long. Further, if the disconnection period
is long, many uncommitted transactions accu-
mulate and eventually they may all fail, result-
ing in a considerable waste of time and work.

It is hard to quantify the work of transaction
rollback in the optimistic method and compare
it with the loss of not being able to execute
transactions in the token method. There is no
exact boundary between these two methods in
which we can say that “the token method is bet-
ter than the optimistic method” or vice versa.
It all depends on the circumstances.

However, by understanding the above phe-
nomena, that is, the merits and demerits of
both methods, a user can set his own priority
and decide a boundary to define his own eval-
uation function. This is where the satisfaction
level f(z) and the constant parameter K have
roles to play.

The value of the constant K may be changed
depending on which is more important: the
number of transactions that succeed or the effi-
ciency (result per work). The higher the value
of K, the higher the probability that token
method is applied. Users may set their own
values of K to suit their own requirements.

As an example, in the graph shown in Fig. 6,
the values of the probability of the occurrence of
transactions at sites A and B, and the duration
of disconnection ¢, are fixed at P(A)1 = 0.3,
P(B){ = 0.2, and t = 5, and K is changed
to reflect the change in the values of the eval-
uation functions for the token and optimistic
methods (refer to Egs. (3) and (4)). As can be
seen in the graph, the value of the evaluation
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connection with the following parameters:
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function for the token method remains constant
as K has no effect on it, while the value of eval-
uation function for the optimistic method de-
creases with the increase of the value of K. This
graph shows us that for the same set of para-
meters, when K < 0.095 (approximately), the
algorithm chooses the optimistic method, while
when K > 0.095, it chooses the token method.

The graphs in Figs.7 and 8 show how the
value of the evaluation function for each method
is affected by a change of the duration of dis-
connection. The values of the probability of the
occurrence of transactions at site A and B are
fixed at P(A)] = 0.3 and P(B){ = 0.2 in both
cases, while the values of K are fixed at 0.02
and 0.04, respectively. From the graphs we can
see that, with different values of K, the algo-
rithm gives a different result for the choice of
method, since the value of the evaluation func-
tion of the optimistic method is affected by the
change of value K.

As a guideline for choosing the value of K, for
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applications that cannot tolerate waiting time
and need to be committed urgently, it is ap-
propriate to set the value of K higher. Ex-
amples include applications involving money,
such as systems for business trading, budget
management, and bank account management.
On the other hand, a small value of K is suit-
able for applications such as schedule manage-
ment systems, since these are not time-critical.
Moreover, transactions in these systems are rel-
atively simple, and thus rollback can be easily
performed.

Compared with the approaches that use only
one method, either token or optimistic, ours is
certainly better, as it balances the merits and
demerits of both methods and allows the users
a choice to decide the more appropriate method
by considering the probability that transactions
occur and the duration of disconnection be-
tween the sites.

5. Further Discussion

So far, we have assumed that the duration
of disconnection is known before the disconnec-
tion. In this section, we investigate the effec-
tiveness of our algorithm when the duration of
disconnection deviates from the expected value.

When the duration of disconnection varies,
for an average duration of disconnection, 7', the
actual duration of disconnection may be more
or less than 7. In our approach, T is used as
the approximate duration of disconnection to
calculate the values of evaluation functions of
each method, thus the same method will always
be chosen. However, ideally, the exact dura-
tion of disconnection which may deviate from
T should be used to calculate the values of eva-
luation functions, where a different method my
be chosen. We evaluate the difference by com-
paring the total evaluation function values for
both cases.

We first consider our approach. Using differ-
ent distribution functions, we consider all pos-
sible values of duration of disconnection t. For
each ¢, we multiply the probability that the du-
ration of disconnection equals t by the evalu-
ation function of the method chosen for this ¢
(the same method is always chosen, since the
average duration of disconnection T is used).
The summation of the results of this calcula-
tion for all ¢ will give us the “actual” value.

The “ideal” value is calculated as follows. For
each t, we multiply the probability that the du-
ration of disconnection equals t by the evalu-



Vol. 42 No. 7 Concurrent DB Updates during Disconnection in Mobile Comp. Environments 1953

—o—Ideal —=— Actual

Evaluation Function

S = N W A A
T

0 2 4 6 8 10 12 14 16 18 20

Average Duration of Disconnection

Fig.9 Evaluation function versus average duration
of disconnection for the Poisson distribution.

ation function of the method that should be
chosen when this occurs (which may be differ-
ent from the method chosen in our approach).
The summation of the results of this calculation
for all ¢ gives us the “ideal” value.

The probability values for different durations
of disconnection t are calculated by means of
four kinds of different distribution functions—
Poisson, normal, uniform, and exponential—
using the mean as the average disconnection
time.

In the Poisson distribution, the probability
density function is

f(l‘)z 7l .’L‘E{O,l,...} ,

0 otherwise

where the mean is .
In the normal distribution, the probability
density function is
1 _(==w?

f(x)zﬁe 75

where the mean is 4 and the standard deviation
is o.

In the uniform distribution, the probability
density function is

1
f(x):{ b—a aswsh )

0 otherwise
where the mean is (a 4+ b)/2 and the range of =
is [a, b].
In the exponential distribution, the probabil-
ity density function is

1
—z/B
—e x>0
f(x) = B )
0 otherwise

where the mean is (.
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Fig.10 Evaluation function versus average duration
of disconnection for the normal distribution
with a standard deviation of 2 units of time.
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Fig.11 Evaluation function versus average duration
of disconnection (¢) for the uniform distribu-
tion with a duration range of [t — 5,t + 5].

Using these values, the actual and ideal val-
ues are calculated and shown in Figs.9 (Pois-
son distribution), 10 (normal distribution), 11
(uniform distribution) and 12 (exponential dis-
tribution). For Figs. 10 and 11, the values of the
evaluation function for durations of disconnec-
tion below 0 are undefined, and thus the evalu-
ation function is undefined for average duration
of disconnection close to 0. The parameters
are set as follows for all cases: P(A)} = 0.3,
P(B)} =0.2, K = 0.03.

As can be seen from the graphs, the difference
between the actual values and the ideal values
is very small. The difference increases as the
duration of disconnection approaches the point
at which the values of the evaluation functions
for the token and optimistic methods intersect.
By calculation, we found that the percentage
of difference for each duration of disconnec-
tion ((ideal — actual) /ideal) is less than 5% for
the Poisson, normal, and uniform distributions,
and less than 10% for the exponential distribu-
tion.
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Fig.12 Evaluation function versus average duration
of disconnection for the exponential distribu-
tion.
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Fig.13 Evaluation function ratio versus average du-
ration of disconnection for the Poisson distri-
bution.
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Fig.14 Evaluation function ratio versus average du-

ration of disconnection for the normal distri-
bution with a standard deviation of 2 units of
time.

Moreover, in Figs. 13, 14, 15 and 16, using
the values when only the token method is used
(Tok) and when only the optimistic method
is used (Opt), the ratios of Actual/Ideal,
Tok/Ideal and Opt/Ideal are calculated for
each duration of disconnection. From the re-
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Fig.15 Evaluation function ratio versus average du-
ration of disconnection (t) for the uniform dis-
tribution with a duration range of [t —5,t+5].
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Fig.16 Evaluation function ratio versus average du-
ration of disconnection for the exponential
distribution.

sults shown in the graphs, it is verified that even
when the proposed algorithm’s performance de-
teriorates as a result of the deviation of the du-
ration of disconnection, as long as the deviation
is not extreme and follows a common probabil-
ity distribution, it still outperforms approaches
that use only a single method, either the token
method or the optimistic method.

From the above, we can conclude that when
the duration of disconnection is not fixed but
deviates from the expected value, our algorithm
can still work well and with little error, using
the average value. In mobile computing envi-
ronments, when a mobile host moves beyond
the range in which wireless communication is
possible, this mobile host is forced to discon-
nect from other hosts. Using available statisti-
cal information such as the movement speed,
direction, and current location of the mobile
host, we can estimate the expected reconnec-
tion time. By periodically exchanging these
data with other hosts, a mobile host can cal-
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culate the estimated duration of disconnection
and decide which data update method to use
after disconnection. As long as the actual re-
connection time does not vary too drastically
from the average value, the algorithm can be
applied.

Thus, we conclude that the proposed algo-
rithm will work for unintentional disconnec-
tions.

6. Conclusions

In this paper, we have used two approaches,
the token method and the optimistic method, to
handle database updates during periods of dis-
connection. The former predicts the number of
transactions that will occur based on the prob-
ability of the occurrence of transactions, and
then decides which site is allowed to execute
transactions. The latter uses an optimistic ap-
proach in which all the sites are allowed to run
transactions, but rollback may occur if there are
any conflicts. The latter always ensures that
the maximum number of transactions succeed,
but it requires more work.

We then proposed an algorithm for determin-
ing which of these two methods is more effective
during disconnection, depending on the proba-
bility of transactions occurring and the dura-
tion of disconnection. In order to choose the
better method, the evaluation function in our
algorithm uses the number of transactions that
succeed and the satisfaction level of each trans-
action. In the formula of our proposed algo-
rithm, users can set the appropriate parameter
K to suit their own requirements depending on
their priority.

We also showed that the algorithm works
well and with little error when the duration of
disconnection deviates from the average value.
In either case, our approach outperforms ap-
proaches that use only a single method without
considering the situation.

In this paper, we have considered only the
case in which a network is divided into two
sites as a result of disconnection. For multi-
ple disconnected sites, we think the same con-
cept can be applied by using the probability
that transactions occur and the status of con-
nections among hosts. When a transaction oc-
curs, we assume that it can be committed if the
site is connected to a majority of the other sites.
By estimating the duration of the waiting time
(from the time at which the transaction hap-
pens to the time at which the site will be able to

commit the transaction), we can use the same
formula to determine the method to be used.

In addition to the token and optimistic meth-
ods, we would like to include the Escrow
method ¥~19 for partitionable data in our al-
gorithm, to make it more robust in the future.
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