Vol. 42 No. 10

Regular Paper

IPSJ Journal

Oct. 2001

A Method of Fault-tolerant All-to-All Personalized
Communication in Banyan Networks

MAsASHI YAKUT and HIROSHI MASUYAMAtt

In this paper, all-to-all personalized communication for multistage interconnection networks,
in particular for banyan networks, is discussed. All-to-all personalized communication is one of
the most dense collective communication patterns and occurs in many important applications
for parallel computing. Since the communication time required for an all-to-all personalized
communication is quite costly, efficient communication schemes are important in order to
achieve a high performance. We developed a new tolerable scheme for a single non-critical
fault, then presented the upper bounds of required communication time due to the stages

with the faulty element.

1. Introduction

All-to-all personalized communication is one
of the most dense collective communication pat-
terns. Many schemes have been developed for
several parallel computing networks, such as
hypercube, mesh, and multistage interconnec-
tion networks )~10),

Johnsson and Ho "/ proposed optimal all-to-
all personalized communication algorithms on
an n-node hypercube with O(nlogn) and O(n)
time complexity for a one-port model and a
log n-port model, respectively. Typical all-to-
all personalized communication algorithms on
a two-dimensional mesh and torus have time
complexity O(n?/?), where n is the total num-
ber of nodes. Yang and Wang'? have devel-
oped an all-to-all personalized communication
optimum algorithm for banyan networks, given
the time complexity O(n). These schemes have
aimed mainly at nonfaulty networks.

On the other hand, Park and Bose!? pro-
posed a fault-tolerant all-to-all broadcasting al-
gorithm in a log n-dimensional hypercube with
up to |logn/2| faulty links (or faulty nodes),
however, it was not a personalized communi-
cation algorithm. There has not yet been any
developed fault-tolerant all-to-all personalized
communication algorithms for any faulty net-
work.

Multistage interconnection networks are a vi-
tal component of parallel computing systems,
and enable the computing elements to commu-
nicate among themselves. The performance of
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the system depends a great deal on the extent
of the interprocessor communication. The fail-
ure of a component can bring down the sys-
tem performance, unless sufficient fault toler-
ant schemes are provided. Any of the multi-
stage interconnection networks is referred to as
a banyan network. In this paper, we will focus
on a method of all-to-all personalized commu-
nication tolerable for faulty banyan networks,
and estimate the upper bound of required com-
munication time.

The rest of the paper is organized as follows.
Section 2 summarizes an all-to-all personal-
ized communication scheme in a fault-free case
based on Latin square and permutations. Sec-
tion 3 presents an all-to-all personalized com-
munication scheme in faulty cases introduced
from the above scheme. The conclusion follows
in Section 4.

2. All-to-All Personalized Communi-
cation in Fault-free Cases

In distributed and also shared memory sys-
tems, communication among the processors is
performed mainly via message passing. Since
the communication time may be quite expen-
sive compared to the computation time, effi-
cient communication schemes are extremely im-
portant to achieve a high performance in the
system. Johnsson and Ho V) introduced four dif-
ferent communication primitives:

(1) one-to-all broadcasting (or single mode
broadcasting) in which a single node dis-
tributes common data to all other nodes,

(2) one-to-all personalized communication
(or scattering) in which a single node
sends unique data to all other nodes,

(3) all-to-all broadcasting (or multimode
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broadcasting) in which all nodes broad-
cast concurrently to all other nodes, and

(4)  all-to-all personalized communication (or
total exchange) where each and every
node sends unique data to every other
node.

The last communication primitive is one of
the most dense collective communication pat-
terns and occurs in many important applica-
tions for parallel computing. The remaining
three communication primitives can be viewed
as a special case of all-to-all personalized com-
munication. So, Y. Yang and J. Wang devel-
oped the last communication primitive algo-
rithm for a logn stage banyan network pre-
sented in Ref.11). They also presented the
number of required cycles to be n, which is op-
timum. We will develop a method for faulty
networks and present the upper bound of the
number of required cycles.

A. Latin Square and Permutations

A Latin square is defined as an n x n Matrix
L

ap,o ap,1 apg,n—1
a1,0 a1,1 a1,n—1
L =
An—-1,0 OGn-1,1 Gn—1,n—1

in which the entries a;;’s are numbers in
{0,1,2,---,n — 1} and no two entries in a row
(or a column) have the same value.

Let P = (po,p1,p2,**,Pn—1) be an ordered
sequence whose elements are elements in the
original ordered sequence T' = (0,1,2,---,n —
1). A permutation is a conversion from T to
P. In other words, a permutation is a bijection
(one to one mapping) from S ={0,1,2,--- , n—
1} to S. Permutation p which maps i to a; (that
is, p(i) = a;) is represented by

. ( 0o 1 2 n—1 )
P=\ay a1 ax 0 ans
where a; # a; for i # j. We refer to permuta-
tion a; = ¢ for all 7 as an identity permutation
1. The reverse permutation of p is denoted as
-1

The banyan network considered in this sec-
tion is an n X n network composed of m = logn
stages of 2 x 2 switches as shown as an exam-
ple of n = 8 in Fig.1. F;5 means the 2-nd
switching element on the 1-st stage.

Let 0;(0 < i < m — 1) denote the stage per-
mutation realized by a set of n/2 switches on
stage ¢, and 7;(0 < j < m —2) denote the inter-
stage permutation realized by the set of inter-
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Fig.1 An 8 x 8 banyan network composed of 2 x 2
switches.

stage links between stages j and j + 1. Permu-
tations 79 and 77 for an 8 x 8 banyan network
are

o=

e ( 0 4 2 6
In general, permutation 7; can be expressed
also by the following 2 bits permute permuta-
tion Tj;
T = (Pm—lpm—2' ©Pj+2Pj+1Pj P11 Po )
DPm—1Pm—2"""Pj+2 P0 Dj' " P1Dj+1
where py,—1pm—2 - - - p1Do 18 the binary represen-
tation of any element of {0,1,---,n — 1}.
Clearly, a one-to-one mapping from the net-
work inputs to the outputs is an admissible per-
mutation for the banyan network. An admissi-
ble permutation for a banyan network can be
expressed by a composition of m stage permu-
tations and (m — 1) interstage permutations.
The number of all admissible permutations for
a banyan network is given as (2%/2)™ = n"/?
because of a total 2/2 possible choices for each
nonfixed o;. In the next section, we will show
that Latin square L can be obtained by taking
either of the following 2 permutations I and o
as ; for all i (This means only 2 of n™/? ad-
missible permutations are used for realizing L,
and developing an all-to-all personalized com-
munication algorithm is based on a Latin square
whereby each row corresponds to an admissible
permutation of the banyan networks);
I (0123--- i i+1-~~n—2n—1)
0123--- 4 i+1---n—2n-1)’
_(0123-+ i i+1---m—2n-1
- (1032---i+1 7 ---n—ln—?)’

1 = any even integer.
Permutation o can be expressed also by one bit
complement permutation X;

- (pmflpmfz‘ : 'Pj+2pj+1pj“‘p1po)'
Pm—1Pm—2-""Pj+2Pj+1Pj " "P1Po

o OO
— N =
[N V)
W w w
— R
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B. Communication Algorithm

We will first define a product « - 8 of two
permutations « and (3, as follows; product « -
B is a permutation i — ¢; when o and 3 are
permutations i — p; and p; — g;, respectively.
For example,

5_01234 01234

a *(13402)(24031)
(0 1234\ (13402
_(13402) (43120)
/01234
_(43120)

Product of permutations is not commutative,
that is, a- 8 # -« (a- B and § - « result in
different products). A Product of three or more
permutations can be obtained inductively from
a product of two permutations.

Based on a product of (2m—1) permutations,
we can construct Latin squares as described in
the following Algorithm A.

Algorithm A:

Make 2™ different products of (2m — 1)
permutations as follows and insert each
of them into a different row of 2™ x 2™

matrix L';
00°7T0°01°T1°02°T2""*Om—-2"Tm—-2"0m—1
where 0;(i =0,1,2,---,m—1)is o or L

Since each row of L’ is driven by each different
product of (2m — 1) permutations, L’ doesn’t
have the same rows. Obviously, no two entries
have the same value in a row, and also no two
entries have the same value in a column. Then,
we are able to obtain the following property.

Property 1 Matriz L' is a Latin square.

Example 1 L’ is obtained for an 8 X 8 ma-
triz as follows:

01234567
(0246135 7«—ImInI
13570246« I71Ilmno
46025713 I71011-1
I — 5713460 2«<I1I19-0-110
20643175071 Im-1
3175206 4f—oc7mI10
642075 31|<0c-100T11-1
1753164200 700T10

Property 2 All-to-all personalized commu-
nication in a logn-stages banyan network can
be performed in n cycles.

Proof: 1t is obvious from the above discus-
sion.

In the following, we will treat only the matrix
L’ made in order of permutation products as
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shown in the above example, as Latin square
driven from Algorithm A, that is,
i the 1—st row —1
the 2—nd row —1I'
the 3—rd row I
I = the 4—th row <—I's

the (n —1)—=th row [~T(,_2
the n—th row =T

FO :I~T0~I'T1'I- . -Tm_g-I-Tm_g-I
'w=IrnInI- - 1mslTy oo
To=I-m-I-7-I - Tp_30-Tp_o-1
I's=I1-I- 11 Tp_30-Tp—9-0

F(n—Q) :0’.7‘0.0'.7—1.0'. . .Tmfg.O—'Tm72'I
Fpo1y=0'700'T1°0" "Ty—3°0"Tp—2°0

Let L' divide into two nxn/2 matrices L{, and
L}, and further, Lj into two n x n/4 matrices
L{, and Lg;.

L' = [Lg|LY]
= [LoolLo1 |1 L1]
Let 4 6 025 71 8 of the 3-rd row of L’ in
Ezample 1 be called the entry sequence of the
3-rd row, then 1 8 5 7 is the entry sequence of
the 2-nd row of L.

Though the following property is obvious by
reason of systematic and sequential products of
permutation in L', in order to draw reader’s
attention to the property of L', we will prepare
the following property.

Property 3 Two sets of entry sequences of
all Ly and L} rows are the same. For the two
entry sequences L (7) and L{,(j) of the j-th
row of L{, and L{;, respectively, the set of el-
ements which compose L{,(j) is one of both
subsets of {0,1,---,n/2 — 1} and {n/2,n/2 +
1,---,n—1}, and the set of elements which com-
pose L, (j) is the other.

3. All-to-All Personalized Communi-
cation in Faulty Cases

Banyan networks possess the property of full
access which means that data from any input
link can be transferred to any output link in
a single pass (we will use “cycle” in this sense)
through the network, where a unique path from
any input link of the network to any output
link is held. However, a problem on the min-
imization of delivery loss of the information
from an input link at the expense of routing
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overhead occurs when faults exist. Especially
when a banyan network is used for processor-
to-processor connection, the effect of the faults
on the system can be reduced by allowing mul-
tiple passes through the network. The network
is said to possess the dynamic full access (DFA)
capability if every processor in the system can
communicate with every other processor in a
finite number of cycles through the network,
routing the information through intermediate
PE’s if necessary '3). Fault-tolerance criterion
for banyan networks in this paper is presenting
the DFA capability.

The fault model we consider is one in which
only the switching elements fail because a faulty
link can be accommodated by treating it as a
faulty switching element. In addition, we don’t
consider critical faults by which the DFA capa-
bility is destroyed, and in this paper we treat a
single fault on inside stages.

Figure 2 shows a 16 x 16 banyan network
with faulty switching element Fo; and the ma-
trix L’. In L', for example, 2, 3, 10, and 11 in a
square written by solid lines in column 0 means
output links which have no path from input link
0 because of faulty switching element Foi. All
other sequences written by solid lines mean out-
put links which have no path from each input
link assigned by the column because of faulty
switching element Fsq, similarly.

The above 4 paths from input link 0 to out-
put links 2, 3, 10,and 11 can be constructed by
allowing each two cycles, that is, 0 — 8 — 2
(0—88—2),0—-8—30—8— 10, and
0 — 8 — 11, respectively. In these 4 routes,
the common path 0 — 8 means permutation
product 'y (= I-79-1 -7 -0 72 -1I), and
path 8 — 2 means I'g. The other 4 paths from
input link 2 to output links 2, 3, 10, and 11
can also be constructed by allowing each two
passes, that is, 2 — 12 — 2 (2 — 12,12 — 2),
2—-512—-3,2—12— 10, and 2 — 12 — 11,
respectively. In these 8 routes as we have seen,
'y, I'g, I'g, I'19, and I'y; are common to pairs of
paths 0 — 8 and 2 — 12, 8 — 3 and 12 — 11,
8 — 2and 12 — 10, 8 — 11 and 12 — 3, and
8 — 10 and 12 — 2, respectively. This means
the above 8 routes can be constructed by us-
ing the following extra 8-permutation-products
sequence.
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Fig.2 (a) A 16 x 16 banyan network and (b) the

matrix L'.
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Observing L' in Fig. 2 (b), we can construct all
other 6 x 4 paths related to input links 1, 3,
4, 5, 6, and 7 can be constructed by allowing
routes via two common transitive output termi-
nals 8 and 12. We next consider a case of faulty
switching element FEsg. In this case, fault-
tolerant routes can be constructed by allowing
routes via another two common transitive out-
put terminals 10 and 14. In the case of faulty
switching element Fy (0 <1< n/4—1), fault-
tolerant routes can be constructed by allowing
routes via either of the two pairs of common
transitive output terminals (8,12) and (10, 14).
On the other hand, in the case of faulty switch-
ing element E4;, by observing L’, it can be ob-
tained that necessary fault-tolerant routes can
be constructed by allowing routes via the same
number of common transitive output terminals,
that is 2. We can say, by observing L', that the
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number of common transitive output terminals
discussed above can be taken as always 2 for a
faulty switching element on any inside stage.

From the above discussion, in the case of
faulty switching element E; (0 < i < logn —
2,0 <1< n/4—1), we can perform an all-to-all
personalized communication by preparing ex-
tra 2n cycles. This means total 3n cycles are
required.

In the above discussion, input links pairs
(0,2),(1,3),(4,6),-- - are the key for the fault-
tolerance. We will next consider these input
link pairs in a generalized n X n matrix L’.
Figure 3 shows the matrix L’ in the case of
faulty switching element E; (0 < ¢ < logn —
2,0 <1< n/4—1). In this figure, A and B mean
domains where a set of output links which have
some disconnected paths from an input link is
included and not included, respectively. The
key input link pairs can be obtained by the fol-
lowing algorithm.

Algorithm B:

ifi >1thend=2""1 elsed=2;
for j = 27+1 x |1/2¢] to 211 x |1/2¢] +
d—1do
if ¢ > 1 then key input link pairs
are (j,j+d) and (j+2%, j+2'+d);
else key input link pairs are (j, 7+
d);
end for;
Two common transitive output terminals for
obtained key input link pairs are
when [ mod 2% # 0,
n/2 for input links j and j + 2¢,
n/2 + 2d for input links j + d and
420 +d,
when [ mod 2¢ = 0,
n/2+2 for input links j and j+2¢,
n/2 + 2+ 2d for input links j + d
and j + 2° +d.

Figure 3 shows the upper case, that is the case
when [ mod 2% # 0. Algorithm B is applicable
to the case of n > 8, see Appendix in the special
case n = 8.

Example 2 Let us consider a 16 x 16
banyan network with faulty switching element
FEq1. Input links 0, 1, 2, and 3 have no path to
output links 2, 3, 6, 7, 10, 11, 14, 15 because
of E11. The key input link pairs are (0,2) and
(1,3) because of i =1 and d = 2. These four
input links can be connected to the output links
by allowing two cycles for each path between
input and output links. Let us sum up and
classify the required two passes by common re-
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12 - ST ie | ST ') e wiad n-1
— T
0
2 Q

o) Ly(d)=n/2+2d
}n!]’
«— I,
A B

Fig.3 An n X n matrix L’ in the case of faulty
switching element F;;.

quired permutation products, that is, 0 — 8 — 2
and 2 — 12 — 10 (which require I'y and T'y),
0 -8 —=3and2 — 12 — 11 (T and T'g),
e 0 58 = 15and 2 — 12 - 7 (T'y and
Ig)y 1 -8 —>2and3 — 12 — 10 (T'yo and
I'g), 1 -8 =3 and 3 — 12 — 11 (T'yp and
I's), ... 1—=8—=15and 3 - 12 - 7 Ty
and T'14). We prepared 2 x 16 cycles. So, total
3 x 16 cycles are required.

We have considered the faulty switching ele-
ment By (0 <i<logn—2,0<1<n/4-1).
Matrix L' in E; (0 < i < logn — 2,n/4 <
I <n/2—1) can be easily imagined as domains
A and B are in apposition to Fig.3, and nec-
essary fault-tolerant routes can be constructed
in the same manner. Though Algorithm B is
available, two common transitive output termi-
nals for obtained key input link pairs must be
changed as follows:

When [ mod 2¢ # 0,
0 for input links j and j + 2¢,
2d for input links j+d and j42°¢ +
d.

When [ mod 2¢ = 0,
2 for input links j and j + 2¢,
2 4+ 2d for input links j + d and
j+ 2t +d.

Now, let us generalize our discussion. Since
the number of input links which have a discon-
nected path to the output link is 2t!, then
the total number of key input link pairs is
2i+1 /2 = 27, The number of output links which
have some disconnected paths from an input is
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Fig.4 Matrix L’ in the case of 32 x 32 banyan
network with faulty switching element Ea;.

n/2¢.

Therefore, the number of required ex-

tra cycles to construct fault-tolerant routes is
2! x (n/2%) x 2 = 2n. From the above discus-
sion, we could obtain a result that the upper
bound of the number of required cycles to per-
form an all-to-all personalized communication
in an n x n banyan network with a single inter-
nal fault is 3n.

Fortunately, n x n banyan networks can have
a lower upper bound than the 3n we just ob-
tained, in the case of n > 16 where 3 or more
cycles can be performed by a single permu-
tation product. Next, we will discuss these
cases. Figure 4 shows L’ in the case of 32 x 32
banyan network with faulty switching element
FEs;. Four routes 0 — 16 — 3, 2 — 20 — 11,
4 — 24 — 19, and 6 — 28 — 27 can be con-
structed by only 2 permutation products I's
and I';g. Another four routes 0 — 16 — 2,
2—20— 10,4 — 24 — 18, and 6 — 28 — 26
can be constructed by I's and I'y7, ...etc. By
using these bypasses, all routes from each of the
input links 0, 2, 4, and 6 to every output link
can be constructed. By using pairs of permu-
tation products I'1g and I'ig, I'1g and I'y7, T'ig
and I'ig, ...etc., all routes from each of the in-
put links 1, 3, 5, and 7 to every output link
can be constructed. The total number of ex-
tra cycles is 8 (= the length of each square:
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n/28)x2 x 2 = n in this case. In this case we
conclude n extra cycles and then the total 2n
cycles are required to perform an all-to-all per-
sonalized communication.

Let us generalize this case. In matrix L’ in
the case of n xn banyan network with the faulty
switching element F;;, domain A is an n x 2¢+!
matrix. We will pay attention to “the number
of entries which are in a row and in domain
A but not in solid squares, and whose names
are the same as columns which have entries in
squares written by dotted lines in the same row
and in domain B”. It is obvious that this num-
ber is the number of routes between input and
output links realized by two permutation prod-
ucts. In the above example, since a set of en-
tries which are in the 3-rd row in domain A, but
not in solid sequences, and whose names are the
same as columns which have entries in squares
written by dotted lines in the 17-th row and in
domain B is {16, 20, 24,28}, then the number
is 4. Let us prove that this number is 2 when
i =1 or logn — 2, otherwise 4.

From the property of Matrix L’ for E;, it is
obvious that there always exists a row whose
some entries in domain A are given by the fol-
lowing set X;

X={n/2,n/24+2,n/2+4,
/242 (27 — 1)}
when ¢ < logn — 2, or

X ={n/2,n/2+2,n/2+4,
,7’7,/2 +9. (210gn—2

when ¢ = logn — 2.

-1}

Therefore, a set X’ whose elements in solid
squares are excluded from X is given as

"={n/2,n/2+2,n/2+4,...,

n/2+2- (I mod 2°) —

n/2+2- (I mod 2) +

n/2+2- (I mod 2") +

n/2—|—2-(lmod21)—|—4 2’_ -2,

n/242- (I mod2°) +4-271 42,
)+

n/242- (I mod 2° DA
/242 (20 — 1)}

when ¢ < logn — 2, or

X' '={n/2,n/24+2,n/2+4,...,
n/2+2- (I mod 2'°8"72) — 2,
n/2+42- (I mod 2'°"~2) 4 2,
n/2+2- (I mod 21°8"=2) 4 4,

+4,
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cnj242- (282 1)}
when ¢ = logn — 2.

From the property of Matrix L', it is also ob-
vious that there exists the following set Y of
columns whose entries belong to squares writ-
ten by dotted lines in the same row and in do-
main B: _

Y ={n/2,n/2+2 2071,
nj/2+4-271 n/246-271
coyn/24 (/2 —-2-271)1
when [ mod 2% # 0, or
Y ={n/2+2,n/2+2+2-271,
n/2+2+4-2"1n/24+2+4+6-271
coon/2424 (n/2-2-271))

when [ mod 2¢ = 0.
The number which we would like to obtain is

IX'NY].
When [ mod 2¢ # 0,
{n/2,n/2 +4-2°71)

for =1,
{n/2,n/2+2- 271
n/2+4-27 n/246-271)

for 1<i<logn—2,
{n/2,n/2+2-2°"1}

for i=1logn —2,

X'ny =

when [ mod 2¢ = 0,
{n/2+2,n/2+2+4-27"}

for =1,
{n/2+2,n/2+2+2-271
n/2+2+4-2071
n/24+2+6-271}

for 1<i<logn—2,
{n/2+2,n/2+2+2-2"1

for i=1logn—2,
From the above discussion, we obtain

' 4 for 1<i<logn—2,
X' nY]= {2 otherwise.

From the above discussion, the additional

number of cycles because of single fault F;; is
(n/2') -2 (241 /8),

that is, n/(272 - t) is obtained. Where t =

| X’ NY]|, and 2*! is the number of columns

of domain A. This result can be summed up in

the following theorem.

Theorem 1 All-to-all personalized commu-
nication in a logn-stage banyan network with
the single faulty switching element E; on any
internal i-th stage can be achieved in cycles of
the following upper bound U (i):

ifi=1 orlogn — 2,
U(i) = 3n.

X'ny =

Oct. 2001

Table 1 The upper bound of the number of required
cycles.

faulty switching element

nikby FEy FEy Ey FEs Ee  En Eg
2713n 3n

2513n  2n 3n

2613n 2n 2n  3n

2713n  2n 2n  2n  3n

283n 2n 2n 2n 2n 3n

223 2n 2n 2n  2n  2n 3n
2103n,  2n 20 2n  2n  2n  2n  3n

01234356738 9101112131415@171819@2122224%2627%33331
AlBI012 14 1612202 M H¥READ 1 3 57T SII315171920 282527283
TN IE 1171920 B2 X723 0 2 46 BI0I12 1418 18202 2% 2830
18@222425283]02458101214171921232527293113579111315
s 27223l 1 3 57 1131561820242 2830 0246 8101214
f4/0 2 4 624X WBIOE 1B0R 11315 1 3 5 7TH5XNBVIAWTEASB
L1351 3 5 7227231 171921 5 8101214 0 2 4 62426 28301618202
ZROE l20xn 2101214 0 2 4 (227231719205 2111315 1 3 5 7
BRI719203 2111315 1 3 5 24223016100 3101214 0 2 4 6
Ol2lzl4 8020216182830 M% 571 31315 2112 28317192835 2520
131315 91121 23171928 31 2527 4 6 0 21214 21020 22 16 18 28 30 24 26
WEg2e 024 2% 4 60 21214 8101203171923 2520 5 71 31315 211
W2 31252 5 71 31315 Sl RIBIBRID M 4 60 21214 810

LR
B - cEBLEEE 409N

BI04 & 0 2220 MEN0 RI1EIEIEI1S I 5371 3835202251712
QIS 7 1 3231 23272123 17719|1214 BI10 4 & 0 228302 2620221618
MPEl0 216 181214 B10 4 6 0 WA BFA BTV 2L 5 7L 3
21221231?191315 911 5 7 1 320 MEBEDDRIE
Bl 4 B4z 1E 162 0 H MW | LHTHE-H ] ;
TA11 91513191753 20 W B AR lEI: | 135, |
@ # 0B 206 410 81412 5:1139315313
vplamsa e 317 51 91513} 40} 81412
al412)2 0 6 464 DB/ 18 162 A 1917 i
11| 25|13 (3 1 7 3272531 219 17 25 21| " 118316322323
BlM|EEE 2D B14I12 2 0 6 4f 323:2151139 R
T|spl@e T EAL 91513 3 1 7 S 151281 0! 8 32%03534
G 4|2/ 014 1210 8322018 16 30 28 26 M| : p 131129327325
T3 151311 9B ITI 20N }N;ZB}%]M
(M flB|16|M 28 %M 6 4 2 014120 8l 1}15313}1139
B2l 91731 2 s 7T 503 1151311 8 0114312}1038
141210854203]2%24222]1816'
15|13 11| @7 5 3 13122072522 19 17)
BpMZENIBEI41210 8 6 4 2
aleplsmawrszn o 75 3 L

A E

Fig.5 Matrix L’ in the case of 32 x 32 banyan
network with faulty switching element Ej;.

ifi=2,...,logn — 3,
U(i) = 2n.

proof: It is obvious from the above discus-
sion. Table 1 shows the upper bound given by
Theorem 1.

Example 3 Let us consider a 32 x 32
banyan network with the faulty switching el-
ement Ey1. Matrizx L' in the case of Eq;
is shown in Fig.5. Since set X 1is given
by X = {16,18,20,22}, set X' is given by
X' = {16,20} and set Y is given by Y =
{16, 18,20, 22, 24,26,28,30}. Therefore, it is
X'NY = {16,20} and | X' NY| = 2 is ob-
tained. This number t = 2 leads us to the addi-
tional number of cycles which is 2n. Then, total
3n cycles are required to perform an all-to-all
personalized communication in the banyan net-
work.
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4. Conclusion

We have presented a method of fault-tolerant
all-to-all personalized communication that can
tolerate to a single non-critical fault. The
proposed method has the upper bound of re-
quired cycles depending on the stages with
faulty switching element. The results obtained
in this paper say that a single fault on an in-
ternal stage compels the all-to-all personalized
communication to pay double ~ three times as
much as the communication time is required in
a nonfaulty case.
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Appendix

Case n = 8 is a special case where for faulty
switching element Fy;, an example of extra
permutation products sequence is as following
(2n + 1)-permutation-products sequence:

01234567

02461357 Ty
20643175| Iy
75316420| Ty
57134602 Ty
13570246 Iy
46025713| T
64207531| Tg
31752064 Ts
02461357 T
75316420| Ty
46025713| Ty
20643175| Ty
3175206 4| T
46025713| T
75316420| Ty
02461357 T
31752064] Ty
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