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The Internet has to handle increasing multimedia traffic such as audio and video, and there
is a growing demand for it to supply Quality of Service (QoS) to enhance this multimedia
communication. One potential candidate to support multimedia is Differentiated Services
(Diffserv), which defines not only service classes but also functional modules to realize required
services. The scheduling function plays a crucial role in QoS support, and various algorithms
have been proposed and analyzed. These analyses basically assume a backlogged situation
in all queues, but multimedia traffic is bursty in nature, and the fairness of bursty traffic
relative to continuous traffic has not been fully studied yet. In this paper, we discuss the
potential unfairness that bursty traffic may be subject to, and propose a new frame-based
packet scheduling algorithm, called the “Elastic Weighted Round Robin,” for frame-based
packet scheduling. We then implement this proposed algorithm as in a Diffserv router on
FreeBSD and show its performance in terms of its bandwidth assignment, delay, and packet
loss properties in this implementation. We also evaluate its jitter performance on bursty
traffic and discuss the effectiveness of the proposed algorithm.

1. Introduction

As broadband networks are being made avail-
able to more people, conventionally separated
network services such as data, telephony, and
video broadcasting are converging on the In-
ternet. Transmission of multimedia streams is
particularly more sensitive to bandwidth, delay,
and jitter requirements, and there is a growing
demand for provision of QoS-oriented services.
Intserv/RSVP were developed for this purpose,
but they focused on service definitions 1),2) and
a signaling protocol 3), and QoS-enforcing func-
tions such as traffic control were somewhat
outside the scope. It became clear that traf-
fic conditioning functions must be considered
alongside the service definition, and when Dif-
ferentiated Services (Diffserv) was proposed,
QoS mechanisms were discussed at an earlier
stage. In Diffserv, the forwarding discipline for
each class is determined by Per-Hop Behavior
(PHB), and many traffic streams can be aggre-
gated into one of a small number of behavior
aggregates (BAs), which are each forwarded by
using the same PHB at the router. The schedul-
ing function for controlling the serving order of
multiple queues plays an important role in con-
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trolling the QoS according to the PHB.
According to the classification of schedulers

in Zhang and Keshav 5), there are two main
architectures: sorted-priority and frame-based.
In a sorted-priority scheduler a timestamp is
associated with each packet in the system, and
packets are sorted on the basis of their times-
tamps and transmitted in that order. Weighted
Fair Queueing 6) and its variations such as Self-
Clocked Fair Queueing 7) are examples of this
type of scheduler. On the other hand, in a
frame-based scheduler, time is split into frames
of variable length, and packets are served in a
predetermined order. As an example of this
type of scheduler, Deficit Round Robin (DRR)
is proposed and analyzed in Shreedhar and
Varghese 8).
These algorithms are systematically analyzed

in Refs. 8) and 9), and their advantages and dis-
advantages are described in terms of fairness
or complexity. These analyses assume a so-
called “backlogged” situation where packets ar-
rive continuously. However, multimedia traffic
such as audio and video is bursty in nature and
this backlogged situation cannot always be as-
sumed in such traffic patterns. Yet, the fairness
of continuous traffic versus bursty traffic has
not been fully studied and discussed. We pro-
pose a new frame-based scheduling discipline
providing low jitter for bursty traffic, which is
a crucial property in audio and video commu-
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nications. We also implemented the proposed
algorithm as a scheduler of a Diffserv router to
verify and validate the algorithm. We briefly
describe the configuration and further evalu-
ate its fairness and jitter performance in bursty
traffic.
The remainder of this paper is organized

as follows. In Section 2, we briefly describe
the DRR scheduling algorithm as related work,
and we subsequently propose the new Elastic
Weighted Round Robin algorithm in Section 3.
In Section 4, we show how our algorithm is im-
plemented in the scheduling function of a Diff-
serv router. Section 5.1 evaluates the through-
put, delay, and packet loss rate performance un-
der QoS control, thereby verifying the proposed
algorithm and the implementation method in
an actual environment. Section 5.2 presents
the jitter performance in bursty traffic, and we
discuss the advantages of EWRR using results
from these evaluations in Section 6. Finally, in
Section 7, we offer some closing remarks.

2. Related Work

The fairness parameter of a scheduling algo-
rithm is defined in Stiliadis and Verma 9) as
the maximum difference in the service normal-
ized by the allocated bandwidth offered to any
two connections over an interval in which both
are continuously backlogged. To provide fair
handling among queues, this fairness param-
eter needs to be bounded. In this section,
we consider DRR as an example of a frame-
based scheduling algorithms, and investigate its
scheduling discipline. The DRR algorithm is
based on the Weighted Round Robin, but it
allocates a weight to each queue not accord-
ing to the number of packets but according to
the allocated bandwidth share, which is called
a quantum. Note that packet length is variable,
and that a packet is transmitted only when the
quantum is greater than the packet size. When
the quantum is smaller, it is carried over to the
next cycle, and the scheduler attempts to send
the packet again. If there is no traffic, the quan-
tum is initialized to zero, and the quantum is
assigned when a packet arrives at the queue. In
the example shown in Fig. 1 8), the first packet
(200 bytes) in queue 1 can be transmitted, but
the next packet (750 bytes) exceeds the quan-
tum (300) at the point, so it is not transmitted
in this cycle, and the next queue is serviced.

Fig. 1 DRR algorithm.

 

 

Fig. 2 Scheduling window.

3. EWRR Algorithm

In DRR, when there is no packet to send,
or in other words when the connection is not
backlogged, the allocated share is initialized to
zero. However, if intermittent or bursty traf-
fic arrives, the previously unused share is not
taken into account, and therefore such traf-
fic may be treated unfairly in comparison with
continuous traffic even when two traffic sources
are transmitted at the same rate. We propose
an improved scheduling algorithm, the Elastic
Weighted Round Robin (EWRR), which at-
tempts to handle bursty traffic as fairly as pos-
sible. The baseline mechanism of EWRR is ex-
plained below.
A weight, Wi, is allocated to each queue ac-

cording to the required bandwidth. We define a
scheduling window (SW) as a means of control-
ling the dequeueing of packets from each queue.
When a queue is serviced in an SW, packets are
transmitted according to the amount of the cur-
rent weight (Fig. 2). Note that packets are of
variable length, and that the length may not
match the current weight. In such cases, the
first packet that exceeds the current weight is
transmitted, and in the next SW, the differ-
ence is subtracted from the weight (Fig. 3 (a)).
We denote Wi as the weight allocated to the
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Fig. 3 Scheduling discipline of the EWRR algorithm.

queue i at the beginning. When we define wi(t)
and ci(t), respectively, as the weight and to-
tal length of transmitted packets in the t-th
scheduling window SW (t), then the weight in
SW (t+ 1) is written as

wi(t+ 1) = wi(t) + (Wi − ci(t)). (1)
If there is no packet to send in the SW or the to-
tal length of transmitted packets is below wi(t),
then the remaining weight is accumulated in
the next SW (Fig. 3 (b)). Note that Wmax

i is
present to satisfy the following inequality:

wi(t) ≤ Wmax
i . (2)

Those queues that do not have packets to send
are extracted from the SW, and when all queues
have been removed from the SW, w(i) is re-
calculated from Eqs. (1) and (2), and the pro-
cess moves on to the next SW. Thus, the
length of the SW changes at each cycle accord-
ing to whether there are packets to send and
the value of w(i). Note that bursty traffic is
not more advantageous than continuous traffic
in the EWRR algorithm, since Wmax

i by itself is
just the partial sum of the unused weights. Al-
though bursty traffic is transmitted up to the
weight that has been accumulated by the time,
this weight is not taken from those allocated to
other classes, so EWRR works without sacrific-
ing other classes.
The DRR described in Section 2 does not

hold an unused weight in the past cycles, so
its maximum weight is the allocated bandwidth
share. Thus, DRR could be considered as the
case that Wmax

i = Wi in EWRR. Although
DRR does not allow the sending of a packet
whose length exceeds the current quantum, un-
like EWRR, when we consider subsequent cy-
cles, we see that DRR waits until the total
quantum reaches the packet length for send-
ing, and EWRR waits for the current weight to
become large enough to send the next packet.
Hence in a backlogged situation, the two al-
gorithms will show an equivalent performance

over time. The relationship between an allo-
cated weight and an average transmission rate
is shown later.
In Eq. (1), after summing from t = 1 to T ,

and dividing by T , we obtain the following
equation:

1
T
(wi(T + 1)− wi(1)) = Wi − 1

T

T∑
t=1

ci(t).

(3)
The upper bound of wi(t) is provided by
Eq. (2), and a lower bound is present when the
transmission rate is finite. Hence under a back-
logged condition with a sufficiently large T , we
obtain the following equation from Eq. (3):

lim
T→∞

1
T

T∑
t=1

ci(t) = Wi. (4)

Also, the service time τ (t) for SW (t) is

τ (t) =
1
r

N∑
i=1

ci(t), (5)

where r is the output interface rate and N is the
number of queues. Accordingly, from Eqs. (4)
and (5), the average transmission rate ri from
t = 1 to a sufficiently large T can be written as:

ri = lim
T→∞

∑T
t=1 ci(t)∑T
t=1 τ (t)

=
limT→∞

∑T
t=1 ci(t)∑N

i=1 limT→∞
∑T

t=1 ci(t)
r

=
Wi∑N
i=1 Wi

r (6)

From the equation above, the bandwidth al-
located to each class is provided by the prod-
uct of the ratio of class i’s weight Wi to the
sum of all weights, and the outgoing interface
rate. As long as the above ratio is consistent,
the allocated bandwidth is not dependent on its
absolute value.

4. Implementation of the Proposed
Algorithm in a Diffserv Router

To evaluate and validate the proposed algo-
rithm, we implemented it as the scheduling part
of a Diffserv router. A conceptual model of a
Diffserv router is proposed in Bernet, et al. 10),
where four components are defined:
• classifier elements,
• meter elements,
• action elements, and
• queueing elements.
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A combination of the above elements is also
defined as the Traffic Conditioning Block. For
classifier elements, we implemented a Behav-
ior Aggregate (BA) Classifier and a Multi Field
(MF) Classifier. The former classifies packets
only with DSCP, and the latter also considers
source and destination addresses, ports, and the
protocol used. As a meter element, we adopted
a two-parameter token bucket (TB) meter, and
for out-of-profile packets, an absolute dropper,
which simply discards packets, is applied as
an action element. A queueing element is fur-
ther decomposed into queues, schedulers, and
algorithmic droppers. We used a FIFO queue,
EWRR as a scheduler, and a threshold-dropper,
which simply discards packets when the queue
length exceeds a predefined threshold, as an al-
gorithmic dropper. As we see above, various
components are involved in a Diffserv router,
and one component may affect another. While
our implementation supports all four elements,
we focus in later sections on evaluating the
queueing element, especially the performance
of the EWRR scheduler implementation.
The hardware specification and the operat-

ing system on which our algorithm was im-
plemented were a Pentium II processor (clock
rate: 333MHz, main memory: 128MB) and
FreeBSD3.3-RELEASE. In almost all operat-
ing systems, packet enqueueing and dequeue-
ing are conducted in the kernel for performance
reasons, and thus a natural way of implementa-
tion would be to put the queueing element into
the kernel. On the other hand, the current ver-
sion of FreeBSD supports two special functions
called ipfw and divert, which allow user appli-
cations to handle packets quite easily. The ipfw
function filters incoming packets that match
user-defined rules based on source/destination
addresses/ports or a protocol number, and the
divert function directs those packets to a spe-
cific port where a user application is waiting.
For instance, the following command creates a
rule numbered 10 to direct all IP packets head-
ing for interface if1 to port number 1000:

ipfw add 10 divert 1000 ip from any to
any out xmit if1

After the application has processed those pack-
ets, they are placed back in the kernel. We
leveraged these two functions and made a
scheduler in the user space. The configuration

Fig. 4 Configuration for a Diffserv router.

is shown in Fig. 4. Incoming packets are han-
dled in the following way:
( 1 ) Those packets that satisfy the rules for

ipfw are passed from the kernel space to
the user space, and are placed back in the
kernel space after they have been marked
according to the packet types defined in
the Policy Database (DB).

( 2 ) The router forwards these packets to the
output interface for their destination by
referring to the routing table.

( 3 ) At the output interface, the router passes
these packets to the user space again,
classifies them according to the DSCP
(Differentiated Services Code Point),
passes them through the TB Meter, and
places them back in the kernel space af-
ter scheduling the forwarding order by
means of the EWRR scheduler. Packets
not matching the profile in the TB Meter
are dropped by the dropper.

Class Based Queueing (CBQ) 11) and Dum-
mynet 12) were also implemented on FreeBSD,
but the queueing function is embedded in the
kernel, while our approach does not need to al-
ter the kernel code for packet scheduling. As
a result of implementing these Diffserv mod-
ules as user applications, data copying occurs
between the user space and the kernel space;
however, portability between versions is gained.
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This is quite convenient when implementing
such modules on rapidly evolving operating sys-
tems. In later sections, we evaluate the imple-
mentation to determine whether it fulfills the
required scheduling function.

5. Performance Evaluation

5.1 Bandwidth Utilization of the Pro-
posed Algorithm

The experimental environment for evaluating
the algorithm’s performance is shown in Fig. 5.
We defined three traffic classes and two input
traffic sources in the experiment. Each node
is connected via a 10Mbps Ethernet, and thus
the maximum incoming rate is 20Mbps and the
outgoing rate is 10Mbps.
IP packets classified by the DSCP are con-

tained in Ethernet frames, and the frame size of
each class is as follows: class 1, 256 bytes; class
2, 512 bytes; and class 3, 1,024 bytes. Frames
for the three classes are generated in an or-
derly manner as shown in Fig. 6, and 10,000
frames are transmitted per class (5,000 frames
per node) at the same frame transmission rate
by a traffic generator. The InterFrameGap,
which is a minimum interframe spacing between
two successive frames, is set to 9.6 microseconds
for the 10Mbps Ethernet, as defined in Ref. 13).
The buffer size of each class was set at 8192K
bytes.
Figures 7 and 8 show the throughput of each

class in a case where there is no QoS control and
in a case with QoS control by EWRR, respec-
tively. For EWRR, we assigned equal band-
width shares to all classes, and selected three
parameter sets for Wi and Wmax

i (i = 1, 2, 3):
(a) Wi = 1,500 bytes, Wmax

i = 3,000 bytes, (b)
Wi = 1,500 bytes, Wmax

i = 150K bytes, and
(c) Wi = Wmax

i = 75K bytes.
Figure 9 shows the throughput of three

classes in a case where DRR is used. The band-
width shares for the three classes are set to
be equal, and two sizes of weights or quanta
are investigated: (a) Wi = 1,500 bytes and (b)
Wi = 75K bytes. Throughout these experi-
ments, no packet loss was experienced in any
class, and the average outgoing transmission
rate was about 9.78Mbps. We can therefore
say that data copying between the kernel space
and the user space does not significantly affect
the performance at this interface speed. For
faster speeds such as Fast Ethernet, which is
more widely available nowadays, further inves-
tigation is needed. It is to be expected, how-

Fig. 5 Experiment environment.

Inter Frame Gap(9.6μsec)

Class 1Class 2Class 3

Ethernet frame

Class 1

Fig. 6 Generated frame sequence.

Fig. 7 Temporal change in throughput without QoS
control.

ever, from the general principle guiding the mo-
tivation of Diffserv 10), that edge routers rather
than core routers will implement such complex
functionalities as described in Section 4, and for
those edge routers, precise traffic conditioning
based on the service level agreement is more
essential than fast forwarding.
In Figs. 10 and 11, the packet loss rate and

the average delay time of EWRR, respectively,
are shown when the buffer size of each queue is
changed from 64K bytes to 8,192K bytes. For
all classes, Wi and Wmax

i are 1,500 bytes and
3,000 bytes, respectively, which are the same as
EWRR parameter set (a).
From Fig. 8 (a) and Fig. 9 (a), we can say that

the two algorithms perform in the same way for
the back-to-back traffic loaded in this experi-
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(a) Wi = 1500, W max
i = 3000

(b) Wi = 1500, W max
i = 150K

(c) Wi = W max
i = 75K

Fig. 8 Temporal change in throughput with EWRR.

ment. However, when we look at the begin-
ning of the transmission in Fig. 8 (c) for EWRR
and in Fig. 9 (b) for DRR, we can see that the
throughput of all classes fluctuates. The as-
signed weight Wi used in this experiment is
larger than that used in the previous experi-

(a) Wi = 1500

(b) Wi = 75K

Fig. 9 Temporal change in throughput with DRR.
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loss rate.
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Fig. 11 Relationship between buffer size and average
delay time.
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Fig. 12 Transition of throughput (m = 1.0).

ment, and this parameter setting is considered
to affect the bandwidth assignment at the start
of the transmission. To study this throughput
fluctuation, we conducted a further evaluation
focusing on the packet sizes and Wi. We used
the same environment and input sources as in
Fig. 5, and showed the change in throughput
every 0.1 seconds from 0 to 1 second by vary-
ing Wi in Figs. 12, 13, 14. To show that the
values of Wi relative to the length of transmit-
ted packets rather than its absolute values af-
fect the throughput performance, we normal-
ized Wi by defining m, which satisfies Wi =
mLmax, where Lmax is the maximum packet
length (maxi,t{Li(t)}). In this experiment, we
set Wmax

i = Wi, and assigned the same Wi to
all classes. These results show that in cases
where m = 1.0 and 10.0, the throughput con-
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Fig. 13 Transition of throughput (m = 10.0).
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Fig. 14 Transition of throughput (m = 100.0).

verges to the allocated bandwidth within 0.3
second, but when m = 100.0, it takes about 0.6
second, and we can see that it also fluctuates
widely thereafter.
5.2 Jitter Performance in Bursty Traf-

fic
Recall that in the DRR algorithm, the quan-

tum returns to zero when there is no packet
to send, and therefore in the case of bursty
traffic, the quantum, or the weight, during off-
periods is not considered, and that this could
lead to unfair bandwidth utilization compared
with continuous traffic. On the other hand, the
EWRR retains an unused weight up to Wmax

when there is no traffic. These two algorithms
show equivalent performance in a backlogged
situation; however, at times when incoming
traffic switches from an idle state to a busy
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Fig. 15 Burst traffic model.

Fig. 16 Input traffic sources.

state, they differ in how the packets are han-
dled and this primarily affects the jitter per-
formance. In this section, we evaluate the jit-
ter property of EWRR and DRR in situations
where regulated continuous traffic and bursty
traffic are mixed together, and we then verify
the effectiveness of the proposed algorithm.
In this experiment, we assume four priority

classes which are targeted for QoS control and
the best-effort (BE) traffic with the lowest pri-
ority. Class 1 traffic has burstiness as shown in
Fig. 15, and the other classes are assumed to
be continuous.
In this paper, we define jitter as the differ-

ence in arrival times between two consecutive
packets within the same class. We define a
jitter increase as the increment or increase in
jitter obtained when only the target traffic is
injected versus the jitter obtained when other
traffic is also injected. To evaluate the change
in jitter for bursty traffic, we consider the in-
put sources shown in Fig. 16. In class 1, the
packet length L = 512 bytes (fixed), where L
is the same as in Fig. 15 and the packet ar-
rival interval T = InterFrameGap (fixed). We
also define k as the ratio of the ON-period to
the OFF-period of the bursty traffic, and we
change the ON-period of the traffic to control
the input traffic. In this experiment, we set
k = 0.2, and prepared three types of burst traf-
fic by changing the number of packets in the
ON-period: type 1 (ON-period: 20 packets),
type 2 (ON-period: 40 packets), and type 3
(ON-period: 60 packets). The packet length

120100806040200
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Fig. 17 Relationship between Ŵ max
i and jitter

increase.

Table 1 Comparison of jitter increase in DRR and
EWRR.

Burst type DRR EWRR (Ŵ max
i =1)

Type 1 1.458 [msec] 1.463 [msec]
Type 2 1.418 [msec] 1.422 [msec]
Type 3 1.396 [msec] 1.420 [msec]

of classes 2 to 4 is also 512 bytes (= L), and we
set these classes as continuous traffic at a speed
of 2.5Mbps, which is a fourth of the outgoing
interface speed. The BE traffic, whose packet
length is also 512 bytes, arrives whenever there
is no class 1 traffic, that is, during the OFF-
period, and is served only when there is no pri-
ority traffic. Those Wi where i = 2 to 4 are all
the same as Wi = Wmax

i = L. As for class 1,
W1 = L, and we changed Wmax

1 to adapt to the
burst traffic. To make the relationship between
Wmax

i and the length of transmitted packets
distinctive, we define Ŵmax

i as Wmax
i /L by nor-

malizing Wmax
i with the packet length. The re-

lationship between Wmax
i and a jitter increase

is shown in Fig. 17, where we changed Ŵmax
i

within the range of 1.0 to 100.0 to determine
the influence in the order of magnitude. Each
queue had a sufficient buffer and no packet loss
occurred throughout the experiment. For com-
parison, we show the jitter increase of DRR and
that of EWRR with Ŵmax

i = 1 in Table 1.
The tabulated results are the averages over five
trials.
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6. Discussion

6.1 Throughput, Delay, and Packet
Loss Rate

In the experiment described in Section 5.1,
the ratio of the frame size in the three classes
is 1 : 2 : 4, and the frame transmission rates are
the same for all classes. The bandwidths occu-
pied by the input traffic of each class are there-
fore 2.9Mbps, 5.7Mbps, and 11.4Mbps, respec-
tively. Hence, in the case of no QoS control,
as shown in Fig. 7, the throughput of classes
1, 2, and 3 becomes 1 : 2 : 4. This means that
the throughput is dependent on the amount
of input traffic, and that classes which have
a large volume of traffic occupy a large band-
width; thus, fairness in bandwidth utilization is
not maintained.
On the other hand, when QoS is controlled

by the EWRR scheduler and equal weights are
assigned to all classes, each class is assigned
3.3Mbps versus the 10Mbps of the output in-
terface rate. Therefore, as shown in Fig. 8 (a),
when all classes transmit frames, the input rate
of class 1 is less than the allocated weight, and
therefore the input rate equals the output rate.
For the other classes, the input rate is greater
than the allocated weights, so they share the
rest of the bandwidth in a ratio of 1 to 1. After
the transmission of class 1 is finished, frames
of class 2 and class 3 still remain, and these
frames share the entire bandwidth in the ra-
tio of 1 to 1. After the transmission of class
2, only class 3 frames remain, and these frames
may occupy the entire bandwidth until the end
of the transmission. Since EWRR and DRR
are work-conserving, the unused bandwidth is
used by classes with frames to transmit. This
can be seen for DRR in Fig. 9 (a). In addition
to this experiment, we conducted another that
changes the frame rate of each class under the
condition that the frame sizes of all classes are
equal, and obtained results showing the same
property.
With regard to packet loss rate, packets from

class 2 and class 3 were transmitted in more
than their allocated bandwidth, and the input
rate of class 3 was the highest; thus the delay
time of class 3 was highest and that of class 1
was lowest (18.9msec on average), as shown in
Fig. 10. By controlling the QoS, the packets are
scheduled according to their weights; thus the
delay time and the packet loss rate of classes
that transmit packets exceeding their allocated

bandwidth are degraded.
6.2 Fluctuation in Throughput
From Figs. 8 (a) and (b), we can see that

the throughput of each class is dependent only
on the assigned weight Wi, and that Wmax

i

does not affect the throughput. This property
is compliant with Eq. (6), where the average
transmission rate is dependent only on Wi and
r. Figure 9 (a) also suggests that this applies to
DRR as well. On the other hand, Fig. 8 (c) for
EWRR and Fig. 9 (b) for DRR show that the
throughput of all classes fluctuates, and does
not seem to follow the equation at the beginning
of the transmission. The assigned weight Wi

used in these experiments is fifty times larger
than that in previous experiments. In fact,
Eq. (6) holds when transmission is observed for
a sufficiently long time, and does not tell us
about the instantaneous throughput.
The cause of the fluctuation in throughput at

the beginning of service resides in the relation-
ship between the size of an assigned weight and
that of transmitted packets. Since each class
can transmit packets up to the allocated weight,
the throughput is proportional to the number
of transmitted packets at the time just after
service begins. With the results from Fig. 12
to Fig. 14, the larger the weight allocated to
the maximum packet size, the longer it takes
for the throughput to converge to the allocated
bandwidth. We can also see that the through-
put fluctuates greatly after convergence. This
can be regarded as a common property not only
for EWRR or DRR but also for all algorithms
based on frame-based scheduling.
6.3 Alleviating Jitter in Bursty Traffic
From Table 1, the jitter increase of bursty

traffic (Class 1) with EWRR shows almost the
same result as the case with DRR when we set
Ŵmax

1 = 1, that is, Wmax
1 = L. However, we

can see that the larger the Wmax we take com-
pared to the packet length, the more the jitter
increase can be reduced. From Fig. 17, Wmax

should be set to at least the burst size, to can-
cel the jitter increase attributed to burstiness;
that is, Ŵmax requires 20 for burst type 1, 40
for burst type 2, and 60 for burst type 3. Notice
that if the OFF-period is too short compared to
the ON-period, Wmax may not become large
enough to completely absorb burst traffic. The
ratio of the ON-period to the OFF-period k de-
termines the total input traffic load, and should
be carefully regulated by the source according
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to its bandwidth share Wi; otherwise, the TB
Meter in the Diffserv router regulates the input
traffic.
Some may argue that burstiness could be ab-

sorbed by allocating a large weight relative to
the packet size. According to the results in
Fig. 12 to Fig. 14, however, this would require a
longer time to converge to the allocated band-
width, and larger variance in the throughput af-
ter convergence would be observed. In the case
of EWRR, however, by setting Wmax

i larger
than Wi, we can reduce the jitter in bursty
traffic without increasing its weight relative to
the transmitted packets. Since the maximum
length of packets Lmax can be obtained from
the MTU (Maximum Transmission Unit), and
the burst size can be obtained from the bucket
size b of the TB Meter, we can provide an ap-
propriate Wmax by setting it to larger than
Lmax × b. Notice that a large Wmax will not
affect the throughput performance in a back-
logged situation, as shown in Fig. 8 (b).

7. Conclusion

In this paper, we have pointed out possible
unfairness in non-backlogged situations that of-
ten occur in bursty traffic. Such traffic pat-
terns are typical of multimedia communications
and also usually require tighter delay and jit-
ter bounds. We proposed a new frame-based
scheduling algorithm, Elastic Weighted Round
Robin, and showed a configuration in which
we implemented the proposed algorithm as a
scheduler for a Diffserv router. In this config-
uration, we presented the delay time, packet
loss rate, and fairness of throughput proper-
ties for each class when QoS control is im-
posed. We further investigated fluctuations in
the throughput with regard to allocated weights
and packet sizes, and demonstrated that by us-
ing EWRR we can lower the jitter increase in
the bursty traffic while reducing fluctuations in
throughput compared with the DRR (Deficit
Round Robin) algorithm by choosing appropri-
ate Wmax settings.
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