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Collaborative-filtering-enabled Web sites that recommend books, CDs, movies, and so on,
have become very popular on the Internet. Such sites recommend items to a user on the basis
of the opinions of other users with similar tastes. In this paper, we discuss an approach to
collaborative filtering based on the Simple Bayesian Classifier, and apply our model to two
variants of the collaborative filtering. One is user-based collaborative filtering, which makes
predictions based on the users’ similarities. The other is item-based collaborative filtering,
which makes predictions based on the items’ similarities. In our approach, the similarity
between users or items is calculated from negative ratings and positive ratings separately.
To evaluate our algorithms, we used a database of movie recommendations. Our empirical
results show that our proposed Bayesian approaches outperform typical correlation-based
collaborative filtering algorithms. We also discuss an approach that combines user-based
and item-based collaborative filtering with the Simple Bayesian Classifier to improve the
performance of the predictions. After the user-item rating matrix has been filled out with
pseudo-scores generated by the item-based filter, the user-based recommendation is applied to
the matrix. We show that the combined method performs better than the single collaborative
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recommendation method.

1. Introduction

The growth of the Internet has resulted in
the availability of a tremendous amount of in-
formation and a vast array of choices for con-
sumers. Recommender systems are designed to
help a user cope with this situation by select-
ing a small number of options to present to the
user '7). They filter and recommend items on
the basis of a user preference model. Among
the various types of recommender systems that
have been proposed, their filtering techniques
fall into two categories: content-based filter-
ing'® and collaborative filtering or social fil-
tering 20).

In content-based filtering, a user preference
model is constructed for the individual on the
basis of the user’s ratings and descriptions (usu-
ally, textual expression) of the rated items.
Such systems try to find regularities in the de-
scriptions that can be used to distinguish highly
rated items from others. On the other hand,
collaborative filtering tries to find desired items
on the basis of the preferences of a set of sim-
ilar users. In order to find like-minded users,
it compares other users’ ratings with the tar-
get user’s ratings. Since it is not necessary to
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analyze the contents of items, collaborative fil-
tering can be applied to many kinds of domains
where a textual description is not available or
where regularities in the words used in the tex-
tual description are not informative 5.

In this paper, we focus on collaborative fil-
tering techniques. A wvariety of algorithms
have been reported and evaluated empiri-
cally 21720 Some of the most popular
algorithms in collaborative filtering use a
correlation-based approach. We report experi-
mental results comparing collaborating filtering
with the Simple Bayesian Classifier as an alter-
native approach. We also report the experimen-
tal results of an approach that combines user-
based collaborative recommendation, which is
based on users’ similarities, and item-based col-
laborative recommendation, which is based on
items’ similarities.

This paper is organized as follows. We ex-
plain our problem space and outline related
work, including the central ideas of a current
typical collaborative filtering algorithm. Next,
we define a formulation of the Simple Bayesian
Classifier for collaborative filtering. The pro-
posed model is applied to user-based collabo-
rative recommendation and item-based collab-
orative recommendation tasks. We then evalu-
ate our algorithms on a database of user ratings
for movies, and show that our approach outper-
forms a typical correlation-based collaborative
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Table 1 Example of a user-item rating matrix.
User Item It I Is Is Is
Ui Like | Dislike | Dislike Like
U2 Dislike Like | Dislike
Us Like | Dislike Like
Class Label | Like Like Like | Dislike ?

filtering algorithm. Then, we propose an ap-
proach that combines the item-based collabo-
rative filter with the Simple Bayesian Classifier
and the user-based collaborative filter with the
Simple Bayesian Classifier to improve the per-
formance, and show that the combined method
performs better than the single collaborative
recommendation method.

2. Problem Space

The problem of collaborative filtering is to
predict how well a user will like an item that
he/she has not rated. This problem space can
be expressed as a user-item rating matrix. Each
entry of the rating matrix shows a user’s rating
for a specific item.

Table 1 is an example of a rating matrix,
where rows correspond to users, columns cor-
respond to items, and the matrix entries are
ratings. Typically, the rating matrix is sparse.
Sparse in this context means that some entries
in the matrix are empty, because each user typ-
ically rates only a very small subset of all pos-
sible items. The last row represents the ratings
of a user for whom the system will make predic-
tions. The prediction task can be seen as filling
the target user’s empty elements of the matrix.

Most collaborating filtering systems adopt
numerical ratings and try to predict the exact
numerical ratings. Generally, they predict user
ratings on a continuous scale. In contrast with
these systems, we will treat collaborative filter-
ing as a classification task that classifies un-
seen items into two or more separate classes.
By treating it as a classification task, we ex-
pect that we can apply well-founded classifica-
tion algorithms. In addition, we are not inter-
ested in the prediction of the exact rating a user
would have given to a target item. We would
much rather have a system that can accurately
distinguish between recommendable items and
others. Therefore, we defined two classes, Like
and Dislike, that were used as class labels. Our
problem space is to predict a class label (“Like”
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or “Dislike”) on I5 in Table 1.
3. Related Work

The main idea of collaborative filtering is to
recommend new items of interest for a partic-
ular user on the basis of other users’ opinions.
A variety of collaborative filtering algorithms
have been reported and their performance has
been evaluated empirically 21820 These al-
gorithms are based on a simple intuition: pre-
dictions for a user should be based on the pref-
erence patterns of other people who have sim-
ilar interests. Therefore, the first step of these
algorithms is to find similarities between user
ratings. Suppose we have a database of user
ratings for items, where users indicate their in-
terest in an item on a numeric scale. Resnick
et al. use the Pearson correlation coefficient as
a measure of preference similarity '®. The cor-
relation between users j and k is

> (Rij—R;)(Rix—Rx)

\/DRU—RT)? S (Ry—F)?

Wik =

)
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where R;;(R;x) is the rating of user j(k) for
item i, R;(Ry) is the mean rating value of user
j(k), and all summations over ¢ are over the
items that have been rated by both j and k.
The predicted rating of user j for item 4 is com-

puted as a weighted sum of other users’ ratings:

R =R; + Z(Rik - R_k)wjk/z ;|-
p k

If no ratings for item i are available, the pre-
dicted value is equivalent to the mean value of
ratings by user j.

This correlation-based prediction scheme has
been shown to perform well. However, it
might be valuable to think of other approaches.
Breese, et al. ) report a variety of modifications
to the above typical collaborative filtering tech-
nique and the use of Bayesian clustering and
a Bayesian network. A primary difference be-
tween what we propose below and the work of
Breese, et al. is that we construct a separate
Bayesian model for each user. This is practical
only for the Simple Bayesian Classifier, which is
linear in the number of examples and the num-
ber of features.

One of the problems of collaborative filtering
is the sparsity of a typical rating matrix. Since
most users generally do not rate most items,
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similarities between users calculated from a
sparse rating matrix may be inaccu rate. As a
result, the accuracy of predictions may be poor.
To tackle this problem, many techniques have
been proposed. Billsus and Pazzani !, and Sar-
war, et al.'9) have proposed dimensionality re-
duction of a rating matrix with Singular Value
Decomposition (SVD) to capture the similar-
ity in a reduced dimensional matrix. Melville,
et al.'? use content-based filtering to fill out
un-rated entries in a sparse rating matrix. Our
combination approach, which we propose be-
low, is different from the above approaches. We
do not convert the rating matrix, nor do we use
contents descriptions.

4. Simple Bayesian Model

4.1 Simple Bayesian Classifier

We will now propose an application of the
Simple Bayesian Classifier to the collaborative
filtering problem space. The Simple Bayesian
Classifier is one of the most successful machine
learning algorithms in many classification do-
mains. Despite its simplicity, it is shown to be
competitive with other complex approaches, es-
pecially in text categorization tasks '?). Making
the “naive” assumption that features are inde-
pendent given the class label, the probability of
an item belonging to class j given its n feature
values, p(class;|fi, f2, - .. fn) is proportional to:

p(class;) I_Ip(fi|clas>1<5j)7

where both p(class;) and p(f;|class;) can be es-
timated from training data. To determine the
most likely class of an example, the probabil-
ity of each class is computed, and the example
is assigned to the class with the highest prob-
ability. Although the assumption that features
are independent once we know the class label
of an item is not realistic in this domain, the
Simple Bayesian Classifier has been shown to
be optimal in many situations where this as-
sumptions does not hold® and has been empir-
ically shown to be competitive with more com-
plex approaches in many others %), Moreover,
the Simple Bayesian Classifier is fast because
its learning time is linear in the number of ex-
amples in the training data.

Here, we define the Simple Bayesian Model
for collaborative filtering. In our model, other
users correspond to features and the matrix en-
tries correspond to feature values. To deter-
mine the most likely class of the target item,

the following formula is calculated:

Class = arg max

class;je{Like,Dislike}
p(class;|Ur = Like, Us = Dislike,
..., U, = Like)
= arg max
class;je{Like,Dislike}
p(Uy = Like,Us = Dislike, . . .,
U,, = Like|class;)p(class;)
= arg max
class;je{Like,Dislike}

p(class;) Hp(Ui = classy|class;).

Moreover, we make use only of the data that
both users rated when estimating conditional
probabilities. In this representation, the follow-
ing condition holds:

p(U; = Like|class ;) + p(U; = Dislike|class ;)
=1.

For example, in the rating matrix shown in
Table 1, the estimated conditional probability
of p(U; = Like|Like) is 0.33. However, this
direct calculation may distort the probability
when the number of commonly rated items is
very small. We use a Laplacian prior in the ac-
tual calculation of conditional probabilities to
smooth the probability estimates with few rat-
ings and to avoid estimating a probability to
be 0. Therefore, the value of p(Uy = Like|Like)
is (1 +1)/(834 2) = 0.4 in our model. By
using the Simple Bayesian Classifier to make
predictions, we expect to avoid a problem with
typical correlation-based collaborative filtering
algorithms. The correlation-based algorithms
make a global model for similarity between
users, rather than separate models for classes
of ratings (e.g., positive rating vs. negative rat-
ing). For example, it might happen that a set
of one user’s positive ratings is a good predictor
for other users’ positive ratings but the negative
ratings of one user may not be a good predic-
tor for other users’ negative ratings. Since the
proposed model treats each class of ratings sep-
arately, we expect that the Bayesian model will
capture predictiveness between users more pre-
cisely.

4.2 Item-Based Collaborative Filter-

ing

So far, we have discussed a collaborative fil-
tering technique based on users’ similarities.
This technique is called User-Based Collabo-
rative Filtering. In a user-item rating matrix
like Table 1, calculation of users’ similarity is
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equivalent to calculation of the similarity be-
tween rows. It is also possible to make predic-
tions based on the similarity between columns,
that is, the similarity between items. This tech-
nique is called Item-Based Collaborative Filter-
ing. The main idea of item-based collaborative
filtering is that the user will like an item that
is similar to items he/she liked earlier, and will
dislike an item that is similar to items he/she
disliked earlier.

In our model’s item-based collaborative filter-
ing, items correspond to features and the rat-
ings of the target user correspond to feature
values. Therefore, the following formula will be
calculated to determine the class label to which
the target item belongs:

Class = arg max
classje{Like,Dislike}

p(class;j|I, = Like,Is = Like, ...,
I,, = Dislike),
where I; is an item that the target user has
already rated.

Conditional probabilities, like p(I; = Like|
class;), are calculated by looking into the rat-
ings of the target item, which is now going to
be predicted, and the item I;, which the target
user has already rated. We make only use of
the commonly rated pairs obtained from differ-
ent users.

5. Experiments

5.1 Dataset

We used experimental data from the Each-
Movie collaborative filtering service. The Each-
Movie service was part of a research project at
the DEC Systems Research Center V). The ser-
vice was available for an 18-month period until
it was shut down in September 1997. During
that time 72,916 users entered numeric ratings
for 1,628 movies. User ratings were recorded
on a numeric six-point scale, ranging from 0 to
1(0,0.2,0.4,0.6,0.8,1.0). In our experiments,
we use an experimental protocol similar to the
one first used in Billsus and Pazzani'). We re-
stricted the number of users to the first 2,000
users in the database. These 2,000 users pro-
vided ratings for 1,366 different movies.

5.2 Evaluation Criteria

As we have described in Section 2, we are in-
terested in discriminating between liked items
and disliked items. To distinguish items, we
transformed numerical ratings into two labels.
In the EachMovie dataset, we labeled items as
Like if the numerical rating for the item was
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0.8 or 1.0, or Dislike otherwise. Not only does
assigning class labels allow us to measure clas-
sification accuracy, but we can also apply ad-
ditional performance measures, precision and
recall, commonly used for information retrieval
tasks. Precision and recall are defined as fol-
lows:

Precision
Number of liked items assigned to“Like” class

Number of items assigned to“Like” class

Recall
. Number of liked items assigned to“Like” class

Number of liked items

However, it might be easy to optimize either
one separately. To avoid this problem, we use
F-Measure ?), which combines precision and re-
call:

2 - precision - recall

F-Measure = — .
precision + recall

In our experiments, we measure the perfor-
mance of the algorithms by using classification
accuracy and F-Measure.

5.3 Experimental Methodology

In our first experiment, we evaluated the per-
formance of the user-based collaborative filter
with the Simple Bayesian Classifier. We also
evaluated a typical correlation approach, which
is described in Resnick, et al.’®. We con-
sider all correlations in the correlation-based
approach; that is, we do not restrict correla-
tion values to those above a certain threshold.
Since the correlation-based approach will pre-
dict numerical ratings, we labeled ratings Like
or Dislike according to whether they were above
or below a threshold value of 0.7 (the midpoint
between the two possible user ratings 0.6 and
0.8).

In our second experiment, we evaluated the
performance of the item-based collaborative fil-
ter with the Simple Bayesian Classifier. As
in the first experiment, we also evaluated a
correlation-based approach. Instead of a cor-
relation between users, we calculated a corre-
lation between items in the correlation-based
approach.

In both experiments, we report learning
curves where we vary the number of rated items
in training data. We randomly selected 20 test
users who had rated at least 80 movies each.
For each test user, we ran a total of 20 paired
trials for each algorithm. For each trial, we
randomly selected 50 rated items as a train-
ing set and 30 rated items as a test set. Then,
we started training with 10 rated items out of
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Fig.1 Learning curves of user-based collaborative
filtering.

50 training examples and increased the train-
ing examples incrementally in steps of 10 up
to 50 items, measuring the algorithms’ perfor-
mance on the test examples. We repeated this
for all test users and the final results reported
here are averaged over 20 test users. Note that
we used the same test users, the same training
examples, and the same test examples in both
experiments.

5.4 Results and Discussion

Figure 1 shows the learning curves of two
different user-based collaborative filtering algo-
rithms in our first experiment with the Each-
Movie dataset. The algorithm labeled User-
Based Simple Bayes is user-based collaborative
filtering with the Simple Bayesian Classifier,
and the algorithm labeled User-Based Corre-
lation is user-based collaborative filtering with
correlation. These results show that the Sim-
ple Bayes performs better than the correlation-
based algorithm. For 50 training examples,
Simple Bayes reaches a classification accuracy
of 70.8%, while Correlation is 67.3%. The F-
Measure of Simple Bayes is 69.7%, while that
of Correlation is 66.9%.

Figure 2 shows the learning curves of two
different item-based algorithms in our second
experiment. The algorithm labeled Item-Based
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Fig.2 Learning curves of item-based collaborative

filtering.

Simple Bayes is item-based collaborative filter-
ing with the Simple Bayes, and the algorithm
labeled Item-Based Correlation is user-based
collaborative filtering with correlation. As in
the first experiment, the Simple Bayes outper-
forms the correlation-based algorithm. With 50
training examples, the classification accuracy is
70.4% for Simple Bayes and 69.0% for Correla-
tion, while the F-Measure is 70.5% for Simple
Bayes and 66.3% for Correlation.

Our experimental results show that the pro-
posed collaborative recommendation with the
Simple Bayesian Model significantly outper-
forms a typical correlation-based algorithm.
We think that calculating the probability by
separating positive ratings and negative ratings
captures a more precise similarity between users
or items, and leads to better predictions, as we
described in Section 4.1. We also think that
probability smoothing by means of a Laplacian
prior in the Simple Bayesian Model might be
effective, especially when the number of items
rated in common between users is small.

Although item-based collaborative filters and
user-based collaborative filters show similar
performance for larger training examples, item-
based filters significantly outperform user-based
filters for 10 or 20 training examples. With
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10 training examples, User-Based Simple Bayes
reaches a classification accuracy of 65.4%. On
the other hand, Item-Based Simple Bayes is
68.6% accurate. The F-Measure of User-Based
Simple Bayes is 63.2%, whereas that of Item-
Based Simple Bayes is 69.4%.

In user-based collaborative filters, the num-
ber of training examples has a strong impact on
calculation of the similarity between users. For
example, with 10 training examples, the num-
ber of commonly rated items is 10 or less. It
would be very difficult to get 10 items rated
in common between users in a sparse rating
matrix. This might lead to inaccurate similar-
ity estimates. On the other hand, the number
of training examples does not have any impact
on the calculation of similarity between items
in our second experiment on item-based col-
laborative filters. We believe that this is one
reason why item-based collaborative filters per-
form better than user-based collaborative filters
for smaller training examples.

Although we used a simple binary rating
scheme (“Like” and “Dislike”), it might be
possible to apply the Bayesian model to the
numerical ratings (e.g., the m-point scale of
ratings) by constructing a separate Bayesian
model that corresponds to each of the numerical
ratings. However, it may happen that some rat-
ings rarely appear in the data. As a result, the
model might be inaccurate and the performance
might be poor. To avoid this problem, we can
transform numerical ratings into a smaller num-
ber of classes, e.g., Like and Dislike, which we
adopted in our experiments. Since the Bayesian
model predicts probabilities of class member-
ship, we can use these probabilities to priori-
tize unseen items. This characteristic will have
a similar impact to that of more detailed num-
bered ratings, and will be useful in cases where
there are many items to be recommended, even
though our goal is to have a system that can
accurately distinguish between recommendable
items and others.

6. Improvement of the Performance

6.1 Combining a User-Based Filter
and an Item-Based Filter

Although the proposed collaborative filters
with Simple Bayesian Classifier outperform typ-
ical correlation-based approaches, we still have
a problem of a sparse rating matrix. If we apply
a collaborative recommendation to a fully rated
matrix, it would be expected that we might get
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better results. On the other hand, it is ex-
pected that the performance will be improved
by combining a user-based collaborative filter
and an item-based collaborative filter, because
each makes predictions from a different point of
view.

Here, we will propose an approach that com-
bines the item-based collaborative filter and the
user-based collaborative filter. This approach
consists of the following two steps. First, we fill
out un-rated entries in a sparse rating matrix
with pseudo-scores generated by the item-based
collaborative filter with the Simple Bayes. This
step gives a dense rating matrix. Next, we ap-
ply the user-based collaborative filter with the
Simple Bayes to the dense matrix that is gen-
erated in the first step. Since the similarities
between users will be calculated from a larger
number of commonly rated items than in the
case of a sparse matrix, we can capture the sim-
ilarities more accurately. As a result, it is ex-
pected that the performance will be better.

By using the combination method, we also
avoid a problem with collaborative filtering. In
collaborative filtering, a predicted score is based
on other users’ similarities and other users’ rat-
ings for the target item. If one user has not
rated the target item, his/her similarity to the
target user is not considered for a prediction
of the target item, even if his/her preference is
very similar to the target user. On the other
hand, the item-based collaborative filter gen-
erates other users’ pseudo-scores for the target
item based on item similarity in the combina-
tion approach. Therefore, the pseudo-scores of
other users are available for making a predic-
tion, if they have not rated the target item.

6.2 Neighborhood Selection

In collaborative filtering, it is usual to select a
subset of like-minded users (the neighborhood)
for making a prediction, instead of the entire
set of users. It is known that the size of the
neighborhood has an impact on the prediction
quality 9.

Likewise, in many supervised learning algo-
rithms, feature selection is a common prepro-
cessing technique. By restricting the number of
features, it might be expected that one could
increase the accuracy of the learner by ignoring
irrelevant features, or reduce the computation
time 10).

We apply a feature selection method to find a
set of the N most informative users. Since our
goal is to discriminate between classes, we de-
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fine “most informative” as being equivalent to
providing the most information about an item’s
class membership. We use an information-
theory-based approach to determine the N
most informative users. This is accomplished
by computing the expected information gain '¢)
that the feature value (“Like” or “Dislike”) of
a user U contributes to the classification of a
set of labeled items S that have been rated by
the target user:

E(U,S)
= I(S) — [p(U = Like) - I1(Sy = Like)
+ p(U = Dislike) - I(Sy = Dislike)],

where p(U = Like) is the probability that
user U likes an item, Sy = Like(Dislike) is
the subset of labeled items S for which U =
Like(Dislike) holds, and I(x) is the entropy of
a set of labeled items, defined as:

I(S)=">_  —p(Sc)-log,(p(Sc)),

cEclasses

where S, is the set of all items rated by
the target user that belong to class ¢ (¢ =
{Like, Dislike}).

6.3 Experiment

First, we evaluated the effectiveness of neigh-
borhood selection for the combination approach
using the same data (test users, training exam-
ples, and test examples) as in the experiments
described in Section 5.3. For each test user, we
applied the item-based collaborative filter with
the Simple Bayes to the dataset to fill out all
entries in the rating matrix except those of the
test user. After that, we applied the user-based
collaborative filter with the Simple Bayes to the
dense rating matrix. We report the classifica-
tion accuracy when the size of neighborhood
in the user-based filter was varied between 10
users and 1,999 users. Note that 1,999 users
corresponds to no neighborhood selection. For
each test user, we ran a total of 20 paired trials.
For each trial, we used 50 items as a training
set and 30 items as a test set. Then we started
predictions, varying the size of neighborhood
according to the method mentioned in the pre-
vious section. The final results reported here
are averaged for 20 test users.

Next, we evaluated the performance of the
combination approach, using a similar method-
ology to that described in Section 5.3, and the
same data. When making a prediction by using
the user-based collaborative filter, we made use
only of the ratings obtained from the selected
neighborhood. In this experiment, we set the
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neighborhood size to 30, because we obtained
the best classification accuracy in the first ex-
periment.

6.4 Results and Discussion

Figure 3 shows the effectiveness of neigh-
borhood selection. For neighborhood sizes of
30 and 40, the performance reaches the max-
imum accuracy of 72.1%. The accuracy de-
creases in proportion to the size of the neighbor-
hood. For a neighborhood size of 1,999, which is
the case in which we do not apply neighborhood
selection, it reaches a classification accuracy of
71.1%. The results show that neighborhood se-
lection is one way to improve the performance.

Figure 4 shows the learning curves of the
combination approach in the second experiment
described in the previous section. For reference,
we show the learning curves of the user-based
collaborative filter with the Simple Bayes and
the item-based collaborative filter with the Sim-
ple Bayes. They are the results of the experi-
ments shown in Fig. 1 and 2. The algorithm la-
beled Item-User Combination is the proposed
combination collaborative filter with the Sim-
ple Bayesian Classifier. Note that we used 30
neighborhoods when we applied the user-based
collaborative filter. The combination approach
significantly outperforms the user-based collab-
orative filter and the item-based collaborative
filter with the Simple Bayes. Item-User Com-
bination reaches an accuracy of 72.1% with 50
training examples, while the accuracy of Item-
Based Simple Bayes is 70.4% and that of User-
Based Simple Bayes is 70.8%. The F-Measure
of Item-User Combination reaches 72.6%, while
that of Item-Based Simple Bayes is 70.5% and
that of User-Based Simple Bayes is 69.7%. The
results show that the combination method is
effective for improving the performance. We
think one reason for the improvement is that
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the combination approach will capture similar-
ities between users more accurately because the
number of commonly rated items in a dense rat-
ing matrix will be larger than in the case of a
sparse matrix.

With 10 training examples, the performance
of the combination method is very similar to
that of the item-based collaborative filter with
the Simple Bayes. The classification accu-
racy of Item-User Combination is 69.0%, while
that of Item-Based Simple Bayes is 68.6%.
The F-Measure of Item-User Combination is
69.5%, while that of Item-Based Simple Bayes
is 69.4%. This implies that 10 commonly rated
items are insufficient to calculate the similarity
between users. One way to avoid this problem
will be to extend the number of items rated by
the target user by making predictions with the
item-based collaborative filter.

7. Conclusion

In this paper, we have reported on collabo-
rative filtering with the Simple Bayesian Clas-
sifier. We proposed a user-based collaborative
filter and an item-based collaborative filter with
the Simple Bayesian Classifier. We found that
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the proposed methods perform better than typ-
ical correlation-based approaches. We also pro-
posed a method that combines the user-based
collaborative filter and the item-based collab-
orative filter, and showed that the combina-
tion method works well. Since the combination
method uses the user-based collaborative filter
and the item-based collaborative filter indepen-
dently, we believe that improving the perfor-
mance of the individual filter will lead to better
performance of the whole system.

It is important to adopt other types of
datasets to verify our methodology, because our
experiments used only one dataset. We will
also investigate a combination of content-based
filtering and collaborative filtering. As a first
step, we plan to integrate keyword features of
items with a collaborative filtering framework,
using the Simple Bayesian Classifier.
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