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This paper describes multicast techniques for a network distribution method designed to ac-
commodate an innovative broadcast content delivery service that provides temporally and spa-
tially personalized video/audio contents. Although multicasting is unsuitable for on-demand
distribution and heterogeneous media distribution via real-time streaming transfer, we are at-
tempting to use it to achieve effective network resource utilization. As far as we are aware, this
has not been previously attempted. We consider two multicasting techniques — asynchronous
and layered multicasting — and describe how we have improved them for this purpose, and
developed two new theoretical methods. One is a statistical traffic-control algorithm based on
asynchronous multicasting that enables flexible bandwidth control to meet the network band-
width design requirement while reducing the use of a receiver’s buffer memory. The other
is a multicast technique for the delivery of diverse media segments/objects, which is based
on a layered multicast technique that manages the fewest possible multicast groups through
cooperative asynchronous multicasting. To demonstrate the implementability of these two
methods, we describe a network design that uses the latest Internet technologies. We also
discuss the effectiveness of this scheme for traffic reduction on the basis of a numerical analysis
and simulation results.

1. Introduction

A number of Internet services have been de-
veloped that provide a form of broadcasting
called webcasting1), which may become the ba-
sis for a new form of Internet application. we-
bcasting services provide live broadcasting and
on-demand content delivery. They are usually
used with real-time streaming transfer and are
resorted to in some multicast or decentralized
cache techniques to reduce the load on the net-
work. Meanwhile, the broadband infrastructure
for content distribution based on Internet tech-
nologies has grown rapidly and the quality of
video/audio delivery may soon become equal to
or exceed that of current TV broadcasting 2).

We have been trying to create new applica-
tions and techniques on the premise that the
broadband infrastructure for content distribu-
tion will become a reality. For innovative broad-
cast content delivery over the next-generation
broadband Internet, we have proposed Per-
sonalized Media Stream Delivery (PMSD) 3),
which is a system characterized by the following
features:
• A wide range of video/audio content based
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on specific information regarding each user
can be produced. That is, several kinds
of video segments (scenes) and objects pre-
pared in the server system are compiled on
the basis of the user’s personality (e.g., the
user’s interests or lifestyle).

• Through the broadcast content delivery
service, such customized content can be de-
livered at the time of the user’s choosing by
streaming with an optimized level of qual-
ity based on the computational ability of
the receiver system to play back the con-
tent.

This paper focuses on a scheme of effec-
tive distribution for the PMSD. The distri-
bution of temporally and spatially personalized
video/audio contents consumes a considerable
amount of network resources. Here, we consider
two types of multicasting, asynchronous multi-
casting and layered multicasting, and propose
two new techniques. One is a statistical traffic-
control algorithm that improves asynchronous
multicasting, which enables effective distribu-
tion of temporally personalized content deliv-
ery. The other is a technique for the deliv-
ery of diverse media segments/objects that im-
proves layered multicasting, which enables ef-
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fective distribution for spatially personalized
content delivery. We demonstrate the imple-
mentability of the two techniques by designing
network models and protocols using the latest
Internet technologies, and show the effective-
ness of traffic retrenching through a numeri-
cal analysis. We evaluate the statistical traffic-
control algorithm with regard to our simulation
results.

2. Asynchronous Multicasting and Lay-
ered Multicasting

The easiest way to enable distribution of
temporally and spatially personalized content,
namely, “on-demand content distribution” and
“heterogeneous media content distribution”, is
unicasting, in which content items are carried
to each user in separate flows. However, this
method uses up a lot of network resources.
With a multicast method, the contents are car-
ried to each user in a single flow that is copied
at appropriate network nodes depending on the
location of the receiving user. Hence, the use
of network resources can be significantly re-
duced. Unfortunately, multicasting is essen-
tially inapplicable to on-demand distribution
and heterogeneous media distribution via real-
time streaming transfer, since the same content
must be delivered at the same time to the same
multicast group members.

2.1 Asynchronous Multicasting
Asynchronous multicasting has been studied

for on-demand content delivery. The principle
of asynchronous multicasting is that a portion
of overlapping data in the delivery of any par-
ticular content is aggregated into a multicast
flow sent to users whose requests are made at
about the same time, and the data not included
in the multicast flow (i.e., the portion between
the time when the multicast flow starts and the
time when a request occurs) are individually de-
livered by unicast flows. The data arriving at
the receiver system, which are aggregated into
a multicast flow, are not immediately played
back, but are buffered until the data delivered
by a unicast flow has been completely played
back.

Several methods have been studied for asyn-
chronous multicasting. A fast-transfer method
is described in Woo and Kim 4) and Kalva
and Fuhrt 5), where the content is divided into
small data units and the data-transmission rate
is three to four times as fast as the rate at
which the data are played back. A stream-

transfer method has been proposed in Carter
and Long 6), where the content is transmitted
at the same rate as it is played back. In Uno
and Tode, et al. 7), the portion of data deliv-
ered by a unicast flow is transmitted in a burst
manner.

2.2 Layered Multicasting
Layered multicasting has been studied for de-

livering content with different levels of quality
determined according to the user’s processing
ability. This technique is premised on the use
of multi-layered video coding techniques. Each
piece of layered encoding data is mapped onto a
different multicast group, and the receiver sys-
tem joins multiple multicast groups according
to its computational ability. There have been a
number of published reports concerning layered
multicasting. For example, an experimental im-
plementation to develop a standard is reported
in Suzuki and Mimura, et al. 9), and McCanne
et al. have proposed that receiver systems be
able to dynamically change to obtain the num-
ber of multicast groups depending on the degree
of network congestion 8).

3. Multicast Techniques Applied for
PMSD

3.1 Improving Asynchronous Multi-
casting for Time-Personalized Me-
dia Distribution

The work reported in Refs. 4), 5), 6), and 7)
was aimed at reducing the load on the server
system. In other words, the objective was to
minimize the traffic. To achieve effective dis-
tribution, we must consider ways to fully uti-
lize a given network resource in addition to
minimizing the traffic. Moreover, asynchronous
multicasting essentially consumes buffer mem-
ory at the receiver system, so we must consider
ways to reduce the use of the receiver’s buffer
memory. Hereafter, we focus on ways to im-
prove conventional asynchronous multicasting
on a stream basis, as in Ref. 6).

We consider the relationship between the cy-
cle of aggregating flows into a multicast and the
arrival rate of requests for delivery (and the
length of the content), and express the traffic
intensity of stream-based asynchronous multi-
casting as a numerical formula. We statistically
control the traffic by controlling the generation
rate of the multicast flow on the basis of the
request rate. Taking into consideration of the
trade-off between the traffic intensity and the
use of the receivers’ buffer memory, we can re-
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Fig. 1 Asynchronous multicasting.

duce buffer memory use by making full use of
the available network bandwidth. Hence, we
propose an algorithm for statistical traffic con-
trol that enables flexible bandwidth adjustment
while striving for overall reduction of the use of
the receivers’ buffer memory. If we assign the
available bandwidth for each content delivery
according to each request rate and adjust the
traffic to the available bandwidth, we can fur-
ther reduce the use of the receivers’ buffer mem-
ory and efficiently utilize network resources.

3.2 Statistical Traffic-Control Algo-
rithm

Let us consider the traffic intensity in stream-
based asynchronous multicasting. We assume
that the provided content is transmitted at a
constant bit rate, that its length is h, and that
delivery requests occur at random (i.e., the av-
erage arrival rate of requests is λ, and the av-
erage arrival interval is 1/λ). Figure 1 shows
that one delivery to a receiver is made by multi-
casting as a shared flow, and subsequent deliv-
eries to other receivers are made by unicasting
as individual flows.

There are two ways to determine the length
of individual flows: one is to make the length
of every individual flow the same—equal to
the generation interval of the shared flows; the
other is to make the length of each individual
flow correspond to the period of time between
the start of a shared flow and the start of an
individual flow. (Fig. 1 shows the latter.) Al-
though the former can be implemented more
easily, the latter can reduce traffic more effec-
tively.

The length of an individual flow may be ex-
pressed as the number of segments (or subdi-
vided segments), which is the same as the unit
used for the delivery of diverse segments. In

Fig. 2 Control of the traffic intensity.

this way, the server and receiver systems do not
require highly accurate time processing to de-
termine the length of individual flows.

Here, the generation rate of shared flows is
expressed as τ (τ ≤ λ). When the length of
every individual flow is the same, it is equal to
the generation interval of the shared flows (i.e.,
1/τ ), and thus the traffic intensity, ρ, is

ρ = τh + (λ − τ )
1
τ

= τh +
λ

τ
− 1 [erl]

(1)
When the length of each individual flow is dif-

ferent, the number of individual flows between
two shared flows is λ/τ − 1, the length of each
individual flow is 1/λ, 2/λ, 3/λ · · ·, and the av-
erage length is then 1/2τ . Hence, the traffic
intensity is

ρ = τh+(λ−τ )
1
2τ

= τh+
λ

2τ
− 1

2
[erl]

(2)
In both equations, ρ = f(τ ) is a downward

convex curve, and ρ takes the minimum value
when τ =

√
λ/h in Eq. (1), or τ =

√
λ/2h in

Eq. (2). Hence, it is possible to maintain the
traffic intensity at a minimum all the time by
updating τ to the most appropriate value ac-
cording to the observed λ and h.

The average use of buffer memory at the re-
ceiver (the buffer is used for the data of the
shared flow and its size corresponds to the
length of the individual flow) is reduced as τ
increases. Therefore, in determining τ , there
is a trade-off between minimizing the traffic in-
tensity and reducing the use of buffer memory.

Provided that the upper bound of the traffic
intensity (i.e., the available bandwidth) is given
as A, τ is determined as follows (Fig. 2). Here-
after, we describe the case where the length of
each individual flow is different.

When the observed λ×h is below A, the traf-
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fic intensity does not exceed the upper bound
even if all contents are delivered by unicasting.
Therefore, τ is set to λ (i.e., all contents are
delivered as a shared flow), so that the use of
buffer memory at the receiver will be zero (ar-
row 1 in the figure).

When the observed λ × h is greater than A
and the minimum value of ρ (i.e., f(

√
λ/2h) =√

2λh − 1/2) is smaller than A, τ is set to the
largest value satisfying f(τ ) ≤ A. Here, the
equation is

A = τh +
λ

2τ
− 1

2
[erl] (3)

and the solutions for τ are

τ =
1/2 + A ± √

(1/2 + A)2 − 2λh

2h
(4)

The larger one is selected as τ (arrow 2 in the
figure).

When A is smaller than the minimum value
of ρ (i.e., f(

√
λ/2h) =

√
2λh− 1/2), τ is set to√

λ/2h to minimize the traffic intensity (arrow
3 in the figure).

Thus, we enable flexible traffic adjustment
while striving for overall reduction of the use
of a receiver’ s buffer memory. In addition, we
can ensure maximum use of buffer memory (i.e.,
1/τ ) by determining the minimum value of τ . If
a server receives a request from a receiver whose
buffer memory is less than 1/τ , it has only to
generate a new shared flow.

3.3 Improving Layered Multicasting
for Spatially Personalized Media
Distribution

The essence of layered multicasting is that the
common part of data to be received by users is
aggregated into a multicast. Conventional lay-
ered multicasting delivers content with different
levels of quality in multi-layered coding video,
where the data are aggregated with respect to
quality (i.e., each piece of layered encoded data
is aggregated into a multicast as common data).
Here, we extend this idea to the delivery of di-
verse video segments and objects; that is, we
try to aggregate data with respect to the seg-
ment and object. A segment here means a unit
that constitutes a video program, and an ob-
ject means a unit that constitutes a video pic-
ture (e.g., background objects and foreground
moving objects).

In addition, we consider here a method for
mapping a multicast group onto each aggre-
gated segment or object, and show how the

number of multicast groups can be reduced to
alleviate the burden of the multicast handling
task on the network.

3.4 Technique for Delivery of Diverse
Segments and Objects

For the delivery of diverse segments, the seg-
ments that are common among users are ag-
gregated, and each is mapped onto a different
multicast group. The receiver systems dynam-
ically change to join the multicast groups and
play back the segments of their own choosing.

For the delivery of diverse objects, all ob-
jects that every user may possibly need are con-
tained in one segment mapped onto one multi-
cast group. Objects to be played back are cho-
sen from among all objects in the segment ac-
cording to the user’s needs. This method does
not require a complicated implementation such
as grafting and pruning of multicast trees for
each object.

In the delivery of diverse segments, a number
of multicast groups (and addresses) are used
for mapping onto each segment, which forces
the network to frequently construct the trees
for each multicast group. There is a substantial
burden on the network tasks that are used to
handle multicast management, so we need to
consider ways to reduce the number of multicast
groups to be used.

The server system produces several patterns
of a series of segments and relates them to user
groups that represent typical users. The server
determines which user group the user request-
ing content delivery belongs to. For the user
who requests first, the server system maps the
same multicast group onto all of the series of
segments to be delivered. For users who make
a request after that, the server system maps
a new multicast group onto only the segments
that are different from those that have already
been requested for delivery to other users.

Even though this method can reduce the
number of multicast groups, a problem arises.
In stream-based transmission, each segment is
transmitted at the same rate as it is played
back, and a series of segments are played back
continuously. Therefore, the transition of a
multicast group must be performed instantly.
However, there is overhead time during which
the network constructs a multicast tree, and
the server cannot transmit the segment until
the corresponding multicast tree is completely
formed. In the above method for multicast
group assignment, the same multicast group is



378 IPSJ Journal Feb. 2003

Fig. 3 Multicast group assignment for the delivery of
diverse segments.

used for one or more segments, and thus the
multicast tree of a certain segment cannot be
built during the distribution of another seg-
ment to which the same multicast group was
assigned; that is, building of a multicast tree
prior to transmission of a segment is not al-
lowed.

We can solve this problem by using asyn-
chronous multicasting (Fig. 3). For the first
user, who will receive only the shared flow
in asynchronous multicasting, the transition of
multicast groups is not allowed while the con-
tent is being delivered, because the user plays
back the received segment as soon as it ar-
rives at the receiver system. For the follow-
ing users who will receive both individual and
shared flows, the transition of multicast groups
is allowed, because there is extra time between
the arrival of the segment at the receiver and
its playback (i.e., segments in the shared flow
are buffered until all segments in the individual
flow are completely played back), which enables
the network to build multicast trees.

Figure 4 shows the delivery of diverse quali-
ties, segments, and objects by means of MPEG-
4, which is based on the above method. MPEG-
4 video consists of video object sequences (VSs)
that correspond to segments here. A VS con-
sists of video objects (VOs). A VO consists of
video object layers (VOLs), which are layers of
temporal-spatial resolution. A VOL consists of
video object planes (VOPs). Note that here
the layers of resolution are determined per VS
rather than per VO.

4. Considerations for Implementation

To demonstrate the implementability of the
above two methods, we will describe a network
design that uses the latest Internet technologies

Fig. 4 Delivery of diverse segments and objects using
MPEG-4.

as an example of how the methods can be used.
4.1 Requirements
A major premise regarding the delivery of

video/audio content is that the network must
provide a consistent QOS while streaming all
of the content data. Policies like those for
best-effort forwarding in the network and qual-
ity manipulation at the receiver system are not
used here. This is because we assume that con-
tent delivery is charged for or accompanied by
advertisements, as in current broadcast TV ser-
vices.

4.2 Basic Concept of Network Control
Generally, there are two network models for

network control: centralized control and dis-
tributed control. In the former, one specific
control system maintains the only database
and executes routing and signaling functions
to control the whole network. In the lat-
ter, the individual network nodes autonomously
exchange information about topology and re-
sources, maintain the same databases, and exe-
cute routing and signaling functions collabora-
tively.

To guarantee the QOS of streaming delivery,
let us consider two strategies: a provisioning-
based QOS guarantee and a scrambling-based
QOS guarantee. The former guarantees the
QOS by estimating the statistical traffic for
multiple flows and over-investing network re-
sources. The latter guarantees the QOS
through signaling (e.g., for admission control
and resource reservation) for each delivery be-
fore sending data. As a result, users scramble
for the limited available network resources.

4.3 Network Design
We described some models and design con-

siderations in a previous publication 3). We
believe that centralized network control would
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Fig. 5 Network model.

be easier at an early stage of implementation.
In the core network, where the traffic is con-
centrated, a multicast tree is statically con-
structed and a provisioning-based QOS guaran-
tee is used. In the access network where there
are limited resources, multicast trees are dy-
namically constructed and a scrambling-based
QOS guarantee is used. In addition, we use
MPLS (Multi-Protocol Label Switch) 11) tech-
nology in both networks, which provides traf-
fic engineering to meet the QOS requirements
by establishing connections called LSPs (La-
bel Switch Paths) for each FEC (Forwarding
Equivalence Class).

Figure 5 shows our network model, which
consists of a single core network and multi-
ple access networks. Both the core and access
networks are physically decoupled into a data-
forwarding plane and a control plane. RSs (Re-
lay Server systems) are deployed at the border
between the networks. The S (Server system)
initiates shared flows only, and the RSs initiate
individual flows and flows for differential seg-
ments (for the delivery of diverse segments) and
relay shared flows. Thus, the traffic in the core
network can be further reduced.

Hereafter, we present an outline of our net-
work design. For details of the protocol design,
please refer to appendix A.

4.3.1 Core Network
The data-forwarding plane consists of LSs

(Label Switch systems) that can execute Diff-
serv (Differentiated Services) 10). Diffserv
provides a provisioning-based QOS guarantee
within a closed network (a DS domain) by esti-
mating the traffic for multiple flows as a unit of

service. A static multicast tree is constructed
by setting up a permanent LSP onto which ev-
ery shared flow sent from the S is carried. EF-
PHB (Expedited Forwarding-PHB) 13) is ap-
plied to the LSP as the highest class of for-
warding service. Every LS in a DS domain
must guarantee the minimum outgoing rate for
such a class, and an ingress LS in a DS domain
must constrain incoming traffic not to exceed
the minimum outgoing rate.

The statistical traffic control algorithm (de-
scribed in Section 3.2) is useful as a means of
constraining incoming traffic. The S can con-
trol traffic by considering the minimum outgo-
ing rate of EF-PHB as the upper bound of traf-
fic “A.”

In the control plane, an NC (Network Con-
troller system) controls the network utilization
policy. In particular, it constructs a static mul-
ticast tree and determines the allocation of net-
work resources. The TM (Traffic Manager sys-
tem) maintains a topology database with QOS
parameters. The AM (Address Manager sys-
tem) manages multicast addresses within a lo-
cal scope. The S obtains multicast addresses
from the AM and forwards them to the R
(Receiver system) before transmitting content
data. The PC (Path Controller system) dis-
tributes label information to the LSs along the
multicast tree to establish the LSP.

4.3.2 Access Network
An FEC is assigned for each micro-flow, be

it a shared flow, an individual flow, or a flow
for the differential segments (for the delivery of
diverse segments), and an LSP is dynamically
set up by means of control-plane signals when-
ever a new micro-flow is initiated. To ensure
the QOS, every LS monitors the utility of its
links (available bandwidth) and performs polic-
ing and shaping for each micro-flow. The CC
(Call Control system) is deployed in the con-
trol plane to process signaling functions that
establish and release the LSPs within the ac-
cess network.

For the delivery of diverse segments, the RS
does not send a differential segment until a
corresponding multicast tree is completely con-
structed. Therefore, the CC coordinates the
RS sending differential segments and the PC
setting up LSPs.

To consistently guarantee the QOS for the de-
livery of the full set of content data, the band-
width of the links along the tree for all multi-
cast groups that one R is supposed to join must
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be secured beforehand. Therefore, the TM
maintains a resource-management database on
a time axis, and admission control and resource
reservation are done over a span of time rather
than at a point of time.

4.4 Numerical Analysis
We calculated the traffic intensity in the core

network and the access networks, where an al-
gorithm for statistical traffic control was imple-
mented, and evaluated our network design. We
measured the effectiveness of retrenching the
traffic intensity at a trunk link in the access
networks and at the trunk and branch links in
the core network by comparing the traffic in-
tensity in our method with that for unicast de-
livery. (Note that here our algorithm worked to
minimize the traffic and we do not discuss the
use of the receiver’s buffer memory). Although
we stated that the length of individual flows
may be expressed as the number of segments
(or sub-segments), we assume that a segment
is very small and that the length of individual
flows can be flexibly changed. The number of
access networks attached to the core network is
expressed as m and the average rate of requests
for delivery in one access-network is expressed
as λ.

In the access network, both shared flows and
individual flows are transmitted. When τ =√

λ/2h, the traffic intensity is lowest. Substi-
tuting this into Eq. (2), we obtain the traffic
intensity as

ρ =
√

2λh − 1/2 [erl] (5)

In unicast delivery, the traffic intensity at the
trunk link in the access network is λ×h. There-
fore, the ratio of traffic intensity in our multi-
cast technique to that in unicasting, Rat, is

Rat =

√
2λh − 1/2

λh
(6)

In the core network, only the shared flows
are transmitted, and the traffic intensity at
trunk and branch links is the same. When
τ =

√
λ/2h, the traffic intensity is lowest, so

the traffic intensity is

ρ = mτh = m

√
λh

2
[erl] (7)

In unicast delivery, the traffic intensity at the
trunk link is m×λ×h, and the traffic intensity
at a branch link is λ × h. Therefore, the ratios
of traffic intensity in our multicast technique to
those in unicasting at the trunk link, Rct, and

Fig. 6 Ratio of multicast traffic intensity with the pro-
posed technique to unicast traffic intensity.

at a branch link, Rcb, are

Rct =
m

√
λh/2

mλh
=

1√
2λh

(8)

Rcb =
m

√
λh/2

λh
=

m√
2λh

(9)

Figure 6 shows the ratio of traffic intensity
in our multicast technique to that in unicast-
ing in the core network and the access network.
The effect of retrenching the traffic increases as
the request rate rises. When λ × h is 100, the
ratio is only 7% at the trunk link in the core
network and 13% in the access network. The
effect of traffic retrenching decreased, though,
as m is increased. When m is 4 and there are
few requests (λ×h is below 8), the ratio is over
100% at the branch link in the core network.
We must therefore carefully design the number
of branches on the basis of the estimated num-
ber of requests.

5. Simulations

We evaluated the operation of the proposed
statistical traffic-control algorithm through a
simulation. The simulation network model was
identical to the above access network. The ar-
rival rate of requests, λ, had a Poisson distri-
bution for a given average value. This average
value varied with time, so the request rate fluc-
tuated periodically according to the time of day.
We assumed that the average rate of requests
started at 5 requests/hour (the sparsest), in-
creased to 30 in 12 hours, and then decreased
to 5, again in 12 hours. The content length was
2 hours.
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Fig. 7 Traced traffic (number of streams) in
unicasting.

Fig. 8 Traced traffic (number of streams) in our multi-
casting technique, where τ was set to the value
that minimized traffic.

5.1 Simulation results
Figures 7, 8, 9, and 10 show the traffic in-

tensity (the number of streams) on the trunk
link in the access network that resulted from the
simulation. Figure 7 shows the results obtained
for a current unicast method, and Figs. 8, 9,
and 10 show the results obtained for a multi-
cast method with the proposed traffic-control
algorithm. We set τ to the value that mini-
mized the traffic at all times (Fig. 8) and to the
value that allowed the traffic to be as high as
20 or 40 (Figs. 9 and 10, respectively) to reduce
the use of buffer memory at the receiver system.

In Fig. 7, the number of streams reached
about 80 at the 12th hour, while the number of
streams in Fig. 8 remained at about 15 at the
12th hour. The ratio is identical to the result
calculated by using Eq. (6).

The traffic in Fig. 9 was traced in the same
way as in Fig. 7 until the number of streams ex-
ceeded 20 (at about the 300th minute). Here, τ

Fig. 9 Traced traffic (number of streams) in our multi-
casting technique, where τ was set to the value
that allowed the traffic to reach 20.

Fig. 10 Traced traffic (number of streams) in our mul-
ticasting technique, where τ was set to the
value that allowed the traffic to reach 40.

was set to λ, so all contents were delivered in a
shared flow. That is, the traffic was practically
the same as that in the unicast method. After
about the 300th minute, the traced traffic fluc-
tuated around 20. τ was set to the largest value
that would allow the traffic to reach 20 accord-
ing to Eq. (4). After about the 1300th minute,
the same traffic was again traced as in Fig. 7. τ
was set to λ, so all contents were delivered in a
shared flow. That is, the traffic was practically
the same as in the unicast method.

The situation for the Fig. 10 results was sim-
ilar to that for Fig. 9. When the traffic was
under 40, τ was set to λ, so that the traffic was
traced in the same way as in Fig. 7. Otherwise,
τ was set to the largest value that allowed the
traffic to reach 40.

Figures 11, 12, and 13 show the recorded
use of buffer memory at the receiver systems.
The horizontal axis shows the number of con-
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Fig. 11 Recorded use of buffer memory in receiver
systems (τ was set to the value that mini-
mized traffic).

Fig. 12 Recorded use of buffer memory in receiver
systems (τ was set to the value that allowed
the traffic to reach 20).

tent deliveries (requests for content delivery
were generated 500 times in this simulation),
and the vertical axis shows the use of buffer
memory expressed as a percentage of the con-
tent length. In Fig. 11, τ was set to the value
that minimized traffic at all times. Use of the
buffer memory reached about 80% of content
at worst. In Figs. 12 and 13, τ was set to the
value that allowed the traffic to reach 20 and
40, respectively. The use of buffer memory was
at most about 20% and 10%, respectively.

5.2 Remarks
Our simulation results indicated the follow-

ing:
First, the traced traffic in Figs. 7 and 8 in-

dicates that our statistical traffic-control algo-
rithm can reduce traffic significantly compared
with the quantity in unicasting.

Second, the traced traffic in Figs. 9 and 10
confirms the validity of the numerical calcu-

Fig. 13 Recorded use of buffer memory in receiver
systems (τ was set to the value that allowed
the traffic to reach 40).

lation derived in this paper. We can adjust
the traffic at will by giving the available band-
width and determining the generation rate of
the shared flows on the basis of the equations
given in section 3.

Third, Figs. 11–13 clearly show that the use of
buffer memory decreases as the upper bound of
traffic increases. Figure 11 indicates that min-
imizing traffic leads to tremendous use of the
receiver’s buffer memory, which we consider to
be unrealistic. Thus, our modification to allow
utilization of the available bandwidth (Figs. 12
and 13) will be extremely useful. If we dynam-
ically assign the available bandwidth for each
content delivery according to each request rate,
we will further reduce the use of the receiver’s
buffer memory.

Fourth, our simulation results show that the
traced traffic does not remain strictly within the
available bandwidth, because our traffic-control
algorithm is based on “statistical control”. As a
future subject for study, we must consider set-
ting the upper bound of traffic somewhat lower
than the actual available bandwidth.

6. Conclusions

Effective distribution for Personalized Me-
dia Steam Delivery is feasible by using asyn-
chronous multicasting and layered multicasting
with the improvements described in this paper.
Asynchronous multicasting with our statistical
traffic-control algorithm enables multicasting of
temporally personalized content, which allows
us to control the load on the network at will
and reduce the use of the receiver’s buffer mem-
ory by making full use of the available network
resources. Layered multicasting with our ex-
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tension to the diverse media segment and ob-
ject delivery enables multicasting for spatially
personalized content distribution, and we have
shown the way of reducing the number of mul-
ticast groups mapped onto each media segment
through co-functioning asynchronous multicas-
ting.

To test the implementability of these tech-
niques, we designed, as a representative exam-
ple, a centralized-control network using MPLS
technology. Our numerical analysis showed
that this designed network enabled significant
retrenching of traffic as compared with that in
unicasting. Our simulation results confirmed
the validity of the numerical calculation in this
paper and showed the effectiveness of our sta-
tistical traffic control.

In future studies, we must study a simpler
network model that allows implementation of
our multicast scheme. We will explore the pos-
sibility of an autonomous distributed-control
network. Our final goal is to realize Person-
alized Media Steam Delivery through real mul-
ticast network systems.
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Appendix

A.1 Protocol Design
Based on our proposed network model (Sec-

Fig. 14 Sequence between end systems.
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Table 1 Messages and parameters.

tion 4.3), a basic sequence between end systems
is shown in Fig. 14 and Table 1. First, the R is
aware of the presence of content and obtains the
location of the S from a WS (Web Server). The
R requests that the S provide some basic in-
formation about the content (media type, etc).
Next, the R requests that the S set up transport
functions, and the S selects the sequence pat-
terns of segments (i.e., the user group) accord-
ing to the user’s specification, maps a multi-
cast address onto each segment, and determines
whether the content will be sent by a shared
flow only or by both a shared and an individual
flow. The S then sends these sets of informa-
tion to the RS in a request to set up a relay
point. The RS requests that the CC perform
admission control and the RS replies to the S if
the task has been done. The S returns the re-
sponse for the request to set up transport func-
tions to the R. Next, the R requests that the S

start transmitting data, the S issues the same
request to the RS, and the RS requests that the
CC reserve resources and set paths. Then the
CC replies to the RS and the RS replies to the S.
If the content is sent by a shared flow only, the
S returns the response for the request to start
transmitting data to the R and transmits the
streaming data by multicasting. If the content
is sent by both a shared flow and an individ-
ual flow, the RS returns the response for the
request to start transmitting data to the R and
transmits the streaming data by unicasting.

A basic sequence among network node sys-
tems is shown in Fig. 15 and Table 1. Having
received a request to set up a relay point, the
RS requests that the CC establish a call, and
the CC requests that the TM compute the path
route and perform admission control. Having
received a request to start transmitting data,
the RS notifies the CC, and the CC requests
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Fig. 15 Sequence among network node systems.

Fig. 16 Receiver system model.

that the TM reserve resources and provides the
PC with path information computed by the
TM. The PC requests that LSs along the path
establish an LSP.

A.2 Receiver System Model Design
The receiver system model (Fig. 16) is based

on a standard decoder model specified in
MPEG-4. Each ES (Elementary Stream)
for media objects and the scene descriptor
corresponds to one RTP (Real-time Trans-
port Protocol) session 15). Functions higher
than DMIF (Delivery Multimedia Integration
Framework) 16) are the same as in the standard
model.

The received ESs in an individual flow are
decoded and played back as soon as they ar-

rive. The ESs in a shared flow are buffered un-
til all the ESs in an individual flow are com-
pletely played back. A coordinate function
called “asynchronous multicast control” is in-
stalled between the RTP and the DMIF. The
time stamp used for MPEG-4 is calculated from
the time stamp in an RTP packet and the
number of segments between the two flows,
which is a parameter included in the message
‘Start Rply’ from the RS to the R.
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Editor’s Recommendation

The authors propose two multicast tech-
niques for personalized media stream delivery.
One is an asynchronous multicast technique
where an algorithm for flexible bandwidth con-
trol has been proposed. The other is a layered
multicast technique for delivering diverse me-
dia segments/objects. The authors mix those
techniques to achieve efficient network resource
utilization. Some experimental results are also
reported to show the applicability for practical
porposes.

(Chairman of SIGDPS, Teruo Higashino)

Katsuhiko Sato received the
B.E. degree in the Department
of Physics from Aoyama Gakuin
University in 1992. He have
been working for Japan Radio
Co., Ltd and developed Frame
Relay Router, ATM Switch, W-

CDMA BTS, Multi-layer Switch, etc. Since
2002 he has been a visiting researcher at Com-
munication Research Laboratory and working
toward the Ph.D. in The University of Electro-
Communication.

Michiaki Katsumoto re-
ceived the B.S., M.S. and Ph.D.
degrees from Toyo University
in 1991, 1993 and 1996 respec-
tively. He is working now Com-
munications Research Labora-
tory. His research interests in-

clude next generation Internet applications and
high-quality multimedia contents. He is a mem-
ber of IPSJ, IEICE, IEEE Computer Society
and ACM.


