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Abstract

We propose a supervised machine learning method for
entity resolution using labels collected by crowd work-
ers. Although obtaining a large amount of labeled data
via crowdsourcing services can reduce time and mone-
tary cost, it also brings challenges, coping with the vari-
able quality of crowd-generated data and the lack of ab-
solute gold standard. We adopt a dimension reduction
approach to project data objects to a low-dimensional
latent space, and the data objects is identified by the ba-
sis of the distance between data objects. To get an accu-
rate entity resolution model from the inaccurate labels
gathered by crowd workers, we introduce regularization
to simultaneously learn the true projection and workers
projection matrices; that is, to make the true model close
to each worker model.

Entity resolution (sometimes referred to as duplicate de-
tection, entity reconciliation, or record linkage) is a task
of finding whether different data objects refer to the same
real world entity. Entity resolution plays an important role
in data integration and data cleaning, especailly under the
condition that same name refers to different entities. En-
tity resolution can also be considered as a link prediction
problem by regarding the entity identity as a link. Since in
a link prediction problem, data objects and the relationship
among them are considered as nodes and edges in a graph,
the identify of whether two data objects refer to the same
real world entity can be seen as finding whether there is a
link between two nodes.

In recent years, many efforts have been done to make
entity resolution automatically from labeled training data
using machine learning techniques (Bilenko and Mooney
2003; Sarawagi and Bhamidipaty 2002). They all esti-
mates classifier directly from ground true labels. The en-
tity resolution quality is improved, but still far from per-
fect. The goal of supervised machine learning is not only
to get improved performance from training data, but also
to obtain predictive models for future data. Especially
for some supervised learning tasks it may be infeasible
(or very expensive) to obtain objective and reliable labels
given by domain experts. Thus, it is important to consider
effective ways to gather a large amount of labeles for train-
ing data.

To solve this problem, increasing attention has been

paid to crowdsourcing. Crowdsourcing services, such as
the Amazon Mechanical Turk (AMT), can collect a large
amount of labeled data in short period and at low cost.
Among the crowd workers, some are highly skilled, some
are not. For the highly skilled workers, they can always
provide valid labels, but for the unkilled workers, they gen-
erally provide labels randomly. Therefore, we have to face
the quality control problem of crowd workers.

In this paper, we propose a supervised machine learn-
ing method for entity resolution using crowd-generated
data. In the learning process, we adopt a dimension reduc-
tion approach to project high-dimensional data objects to a
low-dimensional latent feature space, and the data objects
is identified on the basis of the distance between data ob-
jects. That is, the closer two data objects are to each other
in the latent space, the greater the likelihood of identified
between them. To get an accurate entity resolution model
from the inaccurate labels gathered by crowd workers, we
introduce regularization to simultaneously learn the true
projection matrix and workers projection matrices from
the identification labels given by crowd workers; which
is, to make the true model close to each worker model. We
also add weight to the regularization process. Depending
on the work quality of individual worker, it assigns greater
weight to more accurate workers.

Supervised Machine Learning from
Crowd-generated Labels

Since crowd-generated data is without golden standard,
our goal is to learn an accurate true model from the inac-
curate crowd-generated labels. We use a different feature
projection W(t) for each crowd worker t, and the corre-
sponding adjacency matrix donated by the worker is A(t).

Assume that two data objects, x(t) and x(u) are known to
have a link, the distance between the two data objects in
the latent space, should be as small as possible.

‖W(t)x(t) −W(t)x(u)‖22

In the link-prediction process, link prediction is made on
the basis of the distances in the latent space.

We use W(0) for true feature projection. After con-
catenation of the true model and the workers’ mod-
els, the parameter matrix to be learned is as W̃ ≡[
W(0),W(1), . . . ,W(T )

]
, where T is the number of crowd
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workers. The enlarged design matrix obtained by diag-
onal arrangement of T + 1 single design matrices is an
N × (T + 1)D matrix:

Φ̃ ≡

Φ
Φ

. . .
Φ

where Φ is the design matrix defined by Φ =
[x1, . . . , xN]T, N is the number of trainning data objects,
D is the original dimension number of feature vectors.

The adjacency matrices gathered by crowd workers is a
(T + 1)N × (T + 1)N matrix:

Ã ≡

0
A(1)

. . .

A(T )

The true projection matrix and workers’ projection ma-
trices are independant to each other. To balance the vari-
ance of individual crowd workers, we impose an additional
requirement for the projection matrix: the true projection
matrix should close to every worker’s projection matrix.
The regularization is defined as:

T∑
t=1

rt‖W(t) −W(0)‖22

where rt is the weight of each worker. We introduce matrix
Λ with size (T + 1)D × (T + 1)D for regularization:

Λ ≡

(
∑T

t=1 rt)I −r1I −r2I · · · −rT I
−r1I r1I
−r2I r2I
...

. . .
−rT I rT I

where I is the D×D identity matrix. That the follow equa-
tion holds is easily shown.

W̃Φ̃TΛΦ̃W̃T =

T∑
t=1

rt‖W(t) −W(0)‖2F

Using this relationship, we formulate the optimization
problem as:

W̃∗ = arg min
W̃

tr
(
W̃

(
Φ̃TL̃Φ̃ + σΛ

)
W̃T

)
s. t. W̃Φ̃TD̃Φ̃W̃T = Id

where σ is a constant specifying the strength of regular-
ization, where D̃ is the diagonal degree matrix in which
each element D̃ii =

∑
j Ãi j represents the number of links

data object i has, and L̃ is the Laplacian matrix defined by

All_woker 3_woker 2_woker

MW-LPP(d=10,    =50) 0.6022 0.5204 0.5439

MW-LPP(d=10,    =10) 0.5070 0.5370 0.6132

LPP 0.5512 0.5664 0.5936

AUC Value

σ

σ

Figure 1: AUC comparison on the real crowdsourcing
data. For All worker, each data object is voted 5 times,
for 3 worker each data object is voted 3 times, and for
2 worker each data object is voted 2 times.

L̃ = D̃− Ã. The optimization problem can be reduced as a
generalized eigenvalue problem:(

Φ̃L̃Φ̃T + σΛ
)

w = λΦ̃D̃Φ̃Tw.

By finding the smallest eigenvectors of the problem above,
we can simultaneously obtain the true model and all
worker’s models.

Experiment
We evaluate our proposed method against the Locality Pre-
serving Projections (LPP) method (He and Niyogi 2004)
on a real crowdsourced data set. We use simple MV
method to compute consensus labels by equally weighting
each worker’s vote for LPP method. We call this Multiple
Workers’ Locality Preserving Projections (MW-LPP). As
we can see in Figure 1, our method can achieve compa-
rable or better accuracy when we set appropriate reglar-
ization strength, especially when the number of votes is
5. The regularization constant can be adapted by cross-
validation.

Conlusion
In this paper, we propose a new approach to deal with En-
tity Resolution by directly learning from inaccurate labels
donated by crowd workers. In our future woker, we will
study better methods to assign weight to workers.
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