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Abstract: This paper aims to reduce the time complexity
of the FN-DBSCAN algorithm. We propose a novel cluster-
ing algorithm called landmark FN-DBSCAN which provides
good clustering qualities and has linear time and space
complexities to the size of input data.
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I. INTRODUCTION

Clustering (also called cluster analysis) aims to detect
the homogeneous groups of data in a given data set.
Numerous clustering techniques [1] have been proposed
in the literature where density-based clustering techniques
[2], [3] have several advantages, e.g. the number of clus-
ters need not be known beforehand, the detected clusters
can be represented in arbitrary shapes and outliers can
be detected and eliminated. These advantages make the
density-based clustering algorithms suitable for dealing
with spatial data sets. However, they usually have diffi-
culties in selecting appropriate parameters. Recently, the
Fuzzy Neighborhood DBSCAN (FN-DBSCAN) extended
the density-based clustering algorithms with fuzzy set
theory, which makes density-based clustering algorithms
more robust [4]. However, FN-DBSCAN requires a time
complexity of O(n2), where n is the number of data in
the data set, implying that FN-DBSCAN is not suitable
for applications with large scale data sets. In this paper,
we propose a novel clustering algorithm called landmark
FN-DBSCAN. Here, ‘landmark’ represents a subset of
the input data set, which makes the algorithm efficient
with large-scale data sets. We present a theoretical anal-
ysis on time and space complexities, which indicates
that they are linearly dependent on the size of the data
set. The experiments presented in this paper also show
that landmark FN-DBSCAN is much faster than FN-
DBSCAN and provides good clustering qualities.

II. LANDMARK FUZZY NEIGHBORHOOD DBSCAN
In this section, the landmark FN-DBSCAN algorithm

is proposed. We first present several basic concepts in
Part A, then we detail the algorithm in Part B. Finally,
we present an analysis on the time and space complexities
in Part C.

A. Basic Concepts
Definition 1 (landmark): Given a data set D as an

n ×m matrix, where n is the number of data and m is

dimensionality of data, a landmark (l), which is a triplet
is defined as

l =
〈
V, NL

f (l), µ
〉

(1)

where V is an m-dimensional vector equaling to a data
in D (determined by Algorithm 1), NL

f (l) is a subset of
D, containing all the data in the fuzzy neighborhood of l
(Definition 2) and µ is a positive real number called the
membership level of l (Equation (5)).

Definition 2 (fuzzy-neighborhood of a landmark):
Given a set D where D can be a set of data or a
set of landmarks, and a positive real number ε1, the
fuzzy-neighborhood of a landmark, l, denoted as
NL

f (l), is a set of data or a set of landmarks defined
by

NL
f (l) = {d ∈ D | fl(d) ≥ ε1} (2)

where fl(d) can be the following two equations.

fl(d) = exp

(
−
(
r · k · dis(V, d)

∆dmax

)2
)

(3)

where r, k are positive real numbers and ∆dmax is the
maximum distance between V and all the other data in
D.

fl1(l2) = exp

(
−
(
k · dis(V1,V2)

∆dmax

)2
)

(4)

where k is a positive real number and ∆dmax is the max-
imum distance between V1 and all other landmarks.

Based on Definition 2, the membership level of a
landmark, µ, can be calculated by the following equa-
tion.

µ =
∑

d∈NL
f (l)

fl(d) (5)

Definition 3 (cardinality of a landmark): Given a set
of landmarks, L, where l =

〈
V, NL

f (l), µ
〉
∈ L, the

cardinality of l can be calculated by

card(l) =
∑

l′∈NL
f (l)

l′.µ (6)
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B. Algorithm

The landmark FN-DBSCAN algorithm is summarized
as follows:

1) Divide a data set into several subsets represented
by the generated ‘landmarks’.

2) Execute a modified version of FN-DBSCAN (im-
plemented by updating the method of calculating
cardinalities according to Definition 3 and by
using Equation 4 as the fuzzy neighborhood func-
tion) on the generated landmark set and output the
landmark index.

3) Label data according to the landmark index.

Algorithm 1 LandmarkGeneration
Input: D, r, k, ε1

Output: L
1: L← φ;
2: for all d in D do
3: find a landmark l = (V, u, s) ∈ L, such that l.V =

min{dis(l.V, d)}.
4: u← exp

(
−
(
r · k · dis(l.V,d)

∆dmax

)2
)

;

5: if L = φ or u < ε1 then
6: V ← d; N ← φ; u← 0;
7: l← (V,N, u);
8: L← L ∪ {l};
9: else

10: l.N ← l.N ∪ {d};
11: l.u← l.u+ u;
12: end if
13: end for

C. Complexity Analysis

Theorem 1: The time complexity of landmark FN-DB-
SCAN is O(kn+k2), where n is the number of data and
k is the number of generated landmarks.

However, in practice the number of generated land-
marks is much lesser than the number of data in the
data set, i.e. k � n. In this case, the time complexity of
landmark FN-DBSCAN reduces to O(n), which indicates
that it is suitable for large-scale data sets.

Theorem 2: The space complexity of landmark FN-
DB-SCAN is O(n + k), where n is the number of data
and k is the number of generated landmarks.

Similar to the time complexity, the space complexity
will reduce to O(n) if k � n.

III. EXPERIMENTS

We used an artificial data set, Anchor, which contains
20000 data including noisy data, to evaluate the clustering
quality and efficiency of the proposed algorithm. The
clustering quality was evaluated by Rand-Index[5]. All
results were compared with FN-DBSCAN.

We used eight groups of Anchor data sets with different
scales. Generally speaking, both landmark FN-DBSCAN

and FN-DBSCAN can provide good clustering quality, i.e
two clusters can be found and noisy data can be detected.
The detailed results of clustering quality with different
sizes are shown in Fig. 1(a). We observe that the landmark
FN-DBSCAN algorithm and the FN-DBSCAN algorithm
achieved similar results, and both obtained Rand-Index
values of approximately 0.99. However, there were sub-
stantial differences in their efficiencies. The time cost of
the FN-DBSCAN algorithm increased very rapidly, while
that of the landmark FN-DBSCAN algorithm increased
slowly (Fig. 1(b), r = 3). For example, when the size
of the data set was 2500, the landmark FN-DBSCAN
algorithm saved approximately 85% of the time of FN-
DBSCAN and provided almost the same quality (r = 3).
On increasing the number of data to 20000, it saved
95.5% of the time of FN-DBSCAN and even provided
a slightly better quality (r = 3).
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Fig. 1. Results of Anchor data set (r = 3). Comparison of (a)
Clustering quality and (b) Clustering Efficiency.

IV. CONCLUSION

In this paper, we proposed a novel clustering algorithm
called landmark FN-DBSCAN. We presented a theoret-
ical analysis on the time and space complexities, which
showed that both were linearly dependent on the size of
data set. The experiments presented in this paper also
showed that the landmark FN-DBSCAN algorithm was
much faster than the original FN-DBSCAN algorithm and
was able to provide a very similar clustering quality.
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