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1 Introduction
In recent years, cloud computing has become

very popular. Cloud data centers are also being
used for many purposes like storage, data anal-
ysis etc. For maintaining energy supply to huge
resources of data centers, power optimization in
data centers is getting strong attention lately. We
propose a power optimization approach in our
research using VM migration. In the previous
works, VM migration based power optimization
and network traffic performance in data centers
has been studied separately when both has sig-
nificance for efficiency. In our research, we con-
sider both and propose a model for power opti-
mization with simulation result and evaluate the
performance. As our future work, we consider de-
centralized management for this approach.

2 Related Work
Beloglazov et al. [1] used VM migration for

power optimization. They consolidates VMs into
minimum number of hosts and switches the idle
hosts into sleep mode. They have trade off
with network performance related to VM depen-
dency. Shrivastava et al. [2] has taken VM de-
pendency into their account to ensure efficient
network resource utilization and proposed an effi-
cient mechanism for application-aware VM migra-
tion. Though power optimization was not stud-
ied by them, their approach can help network
traffic-aware power optimization technique. In
our research, we consider the both approaches of
these two works and propose a network traffic-
aware VM migration based power optimization
technique.

3 System Design
3.1 Architectural Framework

In this study, we consider a large-scale cloud
data center comprising with physical computing

infrastructure of n homogeneous physical hosts,
m heterogeneous VMs and a tree network ar-
chitecture constructed with q switches having
heterogeneous capacity of traffics. Let P =
{p1, p2, ......, pm} be the set of total number of
physical machines and V = {v1, v2, ......, vn} be
the set of total number of VMs in the datacenter.
Let S = {s1, s2, ......, sq} be the set of switches
that is used for network formation.

Figure 1: Network Graph, NG for
m = 10, n = 30, q = 6

Let NG = (E,N) be the network graph for
our framework where E is the set of edges repre-
sent VM dependencies and N = P ∪S is the set of
physical machines and switches (Figure: 1). Let
G = (V,E,w) be the weighted cost graph where
w : E → R is a function that assigns each edge a
weight of traffic cost between two VMs that is a
real number.

3.2 Power Consumption Model
Several recent studies have shown that CPU of

a physical host consumes the main part of energy
used by a physical machine and approximately
70% of the power is used in its idle state. So,
switching idle host into sleep mode can be an hon-
est way to optimize power. Therefore, in this work
we use the power model defined below.

Ap(u) = Amin + α · u
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Here, u = Sum of accesses per second of all V Ms in p
Access capacity persecond of p

the CPU utilization of p; Ap(u) is the consumed
power of physical machine p in active state; Amin

is the minimum power consumed by a physical ma-
chine in idle state; α is the increase rate of power
for CPU utilization. Now, let At =

∑m
i=1Ap(upi)

be total power consumed by the datacenter. Here,
upi is the CPU utilization of the physical machine
pi. Now the optimization framework can be de-
fined as,

minimize At =
∑m

i=1Ap(upi)
subjects to

Tl < upi < Tu, ∀s ∈ S tr(s) ≤ Cap(s)

Here, Cap(s) is the traffic capacity for switch s;
tr(s) is the total traffics of switch s caused by
underlying VMs; Tu and Tl are the upper and
lower utilization thresholds of a physical machine
respectively.

4 Power-aware VM Allocation
For efficient allocation of VMs, we need to fol-

low two steps: one is VM selection and another
one is VM placement. These two are described
below.
VM Selection: VMs should be selected from a
physical machine only when its CPU utilization
goes under lower threshold, Tl or higher the upper
utilization threshold, Tu. We follow the minimiza-
tion of migrations algorithm showed in previous
work [1]. This policy ensures minimum number of
migrations.
VM Placement: For VM placement, we follow
the bin packing problem algorithm partially which
is used in previous work [1] also. . The capa-
ble physical machine is selected first and VMs are
placed to that maximally. Along with that, it con-
firms that no switch goes having the traffics higher
its capacity.

5 Simulation Results
For simulation, we considers 100 homogeneous

physical hosts having 300 VMs of different capac-
ity when 10% of VMs are dependent on other
VMs. At first, every host posses 3 VMs each.
The maximum capacity for a host is set to 3000
MIPS when its utilization is measured by re-
quested MIPS by holding VMs.

Figure 2: Change of the Total Power of Active
Physical Hosts

Upper and lower utilization threshold are set
to 0.7 and 0.3 respectively. Total number of
switches are 6 and their traffic capacity varies
from 25MB/min to 40MB/min. Total number of
taken reading is 7 times in an interval of one hour.
Our simulation shows that power can be optimized
with the change of accesses to lower state. Figure
2 shows the change of total power of all hosts with
respect to total access numbers of different time of
day. It represents, in low access period, load can
be consolidated to minimum hosts and in high ac-
cess period, load can be run by maximum hosts.

6 Conclusion and Future Work
In our research, we consider a framework for

power optimization in data center taking the mat-
ter of VM dependency which is important for net-
work performance. We have made a study on how
the power used in data center changes with respect
to change of access to VMs. We showed that it
can be possible to optimize power by consolidating
VMs to minimum number of physical hosts when
they are in less use. This time we could not study
on network performance. In our future work, we
do study on the trade off between network per-
formance and the QoS. This time we manage the
model with centralized management. We consider
decentralized management as our future work.
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