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At this time, high quality on-demand video streaming services are expected to be one of
the most promising applications of Content Distribution Networks because of the wide-area
deployment of broadband network and the advanced improvement of the video compression
technologies. This paper proposes a simple and efficient mechanism called Active Video De-
livery (AVD) that provides an efficient group communication service for on-demand video
systems. This mechanism utilizes the efficiency of the forwarding paradigm provided in IP
Multicast and the flexibilities in control and deployment introduced in Application-layer Mul-
ticast. Unlike the traditional IP Multicast approach, the AVD mechanism is incrementally
deployable. Only the branching Active Routers (AR) are required to maintain the forwarding
state. In addition, since the AVD mechanism performs the underlying Unicast forwarding to
achieve Multicast-like service, no specific Multicast group needs to be defined. In this paper,
we describe how to construct an AVD tree where a Multicast-like delivery service can be
achieved. Additionally, we present a true on-demand algorithm called Video Merging that
can be built on top of the AVD tree. Both in our analytic model and simulation results, we
have demonstrated that with a properly chosen AVD stream regeneration threshold, this AVD
mechanism allows for significant reductions in the video server bandwidth requirement, the
network cost and the average link load. In addition, we have evaluated the AVD performance
according to varied percentages of routers that are ARs deployed in the simulation network.

1. Introduction

While the current IP Unicast-based delivery
mechanism works fine for www, email and FTP,
a number of new multimedia applications, such
as video-on-demand, on-line gaming, multi-
point video conferencing, Internet broadcast-
ing, and large-scale digital video archive, could
not benefit from the services built on top of
this delivery mechanism. As a result, an in-
frastructure that enables the delivery of diverse
video content to meet performance objectives
under limited network resource conditions is in
great demand. In addition, an efficient method
that assists in retrieving, accessing, and down-
loading video content on-demand or in real-time
from any locale is also strongly demanded.

Large-scale commercial Video on Demand
(VoD) systems that would provide users the
ability to view high quality streaming videos
at any time via the Internet are becoming more
and more desirable. Currently, the majority of
VoD research concerns the video server band-
width requirement, the network delivery cost,
and the startup delay during video playback.
Video Batching 1), Video Broadcasting 2), and
Video Caching algorithms are examples of re-
cent schemes that address these issues. They
have shown that the performance of VoD sys-
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tems can be greatly improved in terms of lower
server bandwidth requirement and guaranteed
startup delay.

However, most of these schemes assume the
presence of Multicast-enabled routers deployed
in all the transmission paths. This obviously is
not feasible in the current state of IP Multicast
networks.

An alternative technology called Application-
layer Multicast 3) was proposed to solve those
issues existing in the IP Multicast. Instead
of using a shared Multicast delivery tree, end
hosts participating in an application-layer Mul-
ticast group create and maintain data forward-
ing paths for other nearby end hosts, which
are located in the network hierarchy. This pro-
vides a very simple and flexible way to achieve a
group communication service. However, several
issues still remain.

In this paper, we propose a simple and ef-
ficient mechanism called Active Video Deliv-
ery (AVD), which is intended to obtain the
advantages of both IP-layer and Application-
layer Multicast approaches. Instead of solv-
ing all the existing problems of IP Multicast
at once, we focus this work on how to construct
a simple mechanism by which a group commu-
nication service can be achieved. Based on the
Active Networks (AN) technology 4) (i.e., pro-
grammable network), our proposed mechanism
is capable of utilizing the efficiency of the for-
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warding paradigm provided in hardware-based
(IP-layer) Multicast. This also allows for flex-
ibilities in control and deployment introduced
in Application-layer Multicast. In addition, a
new video merging algorithm which utilizes the
constructed AVD tree is also presented. This
algorithm is suitable for the reduction of the
network link load and for the optimization of
the video server bandwidth utilization, while
delivering the heavy traffic and lengthy nature
of video streaming.

Section 2 presents the AVD tree construc-
tion algorithm that includes the introduction
of the User JOIN and the AVD Tree Optimiza-
tion processes. Section 3 describes the video
merging algorithm and provides an analysis of
required video server bandwidth and network
cost related to this algorithm. Section 4 out-
lines our simulation design and evaluation re-
sults. Section 5 describes the related work. Fi-
nally, we conclude the paper.

2. Active Video Delivery

Unlike the conventional IP Multicast ap-
proach, the AVD mechanism does not require
all the routers that set along the path to be
Multicast-capable. Although this idea is similar
to that of the Tunneling technology, it differs
from the Tunneling technology in that the AVD
mechanism does not incur the complicated en-
capsulated/decapsulated processes. These pro-
cesses result in a significant increase in over-
heads at the routers. In addition, our proposed
AVD mechanism requires only parts of routers
(i.e., those acting as BPs) to maintain the per-
group forwarding state. As a result, the over-
head of the maintenance of forwarding state can
be greatly reduced.

To find a BP, the AVD mechanism exploits a
simplified Traceroute-like program to detect the
available Active Routers (AR) deployed along
the path. Unlike the underlying Traceroute pro-
gram which detects the path between two sys-
tems by sending consecutive UDP packets with
increasing TTLs, the simplified Traceroute-like
program acts much like that of Router Record
defined in IP option 7 12). That is, upon receiv-
ing user’s JOIN request, the server first gener-
ates this detection program towards the user.
When an intermediate AR receives this pro-
gram, it checks to see if the “AR detection”
option is present. If so, it inserts its own ID
as known in the environment and forwards this
program towards the user. The same procedure

will be repeated when the downstream ARs re-
ceive this program.

One possible drawback for using this simpli-
fied traceroute-like program is that the server
should generate this program once for every re-
ceipt of the user’s request. Although this may
cause a significant overhead if the number of
simultaneous user’s arrivals is large, we think
that this issue can be solved by utilizing some
of the existing technologies, such as clustering
and load-balancing. We see there are a great
number of similar models which are successfully
deployed in the current Internet, such as Aka-
mai 13), Yahoo and Google. We believe that
our proposed mechanism remains efficient and
effective for a large number of IP Multicast ap-
plications. Services models particularly in the
field of secure digital content delivery require
a simple and effective digital rights manage-
ment system. This can be easily achieved by
our AVD mechanism compared to those pro-
posed in the conventional IP Multicast as well
as other distributed-based approaches.

2.1 USER JOIN
In our proposed model, a logical topology tree

is maintained in the video server’s database.
Since the logical topology tree does not need
to contain all the router nodes of the whole
Internet, but only ARs set along the delivery
paths, it does not suffer from the scalability
issue. Note that it is normally assumed that
ARs are likely to be deployed at the edge of
the Internet. In addition, according to the re-
search result regarding the real Multicast tree
shape presented in 9),14), a large percentage of
the nodes in a Multicast tree (graph) are routers
with an out-degree of only one, and the branch-
ing points are located in the upper hierarchies of
the Multicast tree. This allows us to further re-
duce the size of the logical topology tree, which
needs to be maintained in the server, by simply
selecting the AR, which is closest to the client,
and part of the AR nodes, which are closer to
the video server, from the result of the AR de-
tection program.

As depicted in Fig. 1, upon receiving a user’s
request, the video server generates a program
to detect all the available ARs set along the
path from the video server to the user. The
first AR, which receives the detection program,
must construct an AR ON PATH list where
IDs (for example, IP address) of all the down-
stream ARs (i.e., toward the user) are ap-
pended (PUSH in) sequentially. As a result
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Fig. 1 Processes related to the AR ON PATH list
construction.

ARs set along the path from the video server
to the user can be determined eventually. In
addition, each AR must also learn about its
parent AR by POP out of the most recently
pushed entry, which is performed by its up-
stream AR (i.e., toward the server), from the re-
ceived AN ON PATH list. This upstream par-
ent information will be used in the following
AVD tree optimization processes.

After constructing the AR ON PATH list
and appending its ID into the list, the first
AR forwards the detection program and an
updated AR ON PATH list to its downstream
node based on the routing information main-
tained in its Unicast forwarding table. The
same procedure will be repeated until the user
who generated the original request receives the
detection program and a final updated version
of the AR ON PATH list. In the end, the user
sends the final version of the AR ON PATH list
to the server.

Upon receiving the AR ON PATH report
from the user, the server checks/updates the
existing logical delivery tree maintained in
its database. This logical delivery tree will
then be compared with the newly received
AR ON PATH information for determining a
branch point (BP) where the packet duplication
function is to be installed. If multiple BPs are
found in this comparison, the AR which is the
closest to the user will be chosen as the BP. Af-
ter that, the server encapsulates an active code
program containing the packet duplication ini-
tialization command into a normal IP packet
(for example, Option of IPV4 header) and sends
it to the discovered BP. When the BP (i.e., AR)
receives the active program generated from the
video server, it checks the capability of perform-

Fig. 2 Sequences related to the USER JOIN process.

ing the COPY function. If incapable, the AR
will issue a request for the necessary module to
existing well-known active code servers 15) and
then perform a downloading of the necessary
modules. On the other hand, if the COPY mod-
ule is already implemented, the AR simply ini-
tializes the duplication function operation and
creates a new COPY table where a new DA
entry regarding the new user is added.

2.2 REV JOIN
As depicted in Steps 1 and 2 of Fig. 2, after

the completion of the USER JOIN process of
User B, the destination addresses (DA) main-
tained in the COPY tables of the server and the
BP are User A and User B, respectively. That
is, packets generated from the video server are
encapsulated with DA=User A while packets
generated from the BP are encapsulated with
DA=User B. This, however, would cause the
problem that packets generated from the video
server will not be received by the BP but will be
directly sent to User A. As a result, the BP is
incapable of performing duplication for packets
passing through.

To solve this problem, we deploy a control
message called REV JOIN by which packets
generated from the video server can be directed
to the BP, if necessary. As shown in Step 3 of
Fig. 2, when a new entry is added to the COPY
table of an AR for the first time, the AR ini-
tializes and propagates a REV JOIN message
toward its upstream “parent” node with a fi-
nal destination as Server (in this example, the
parent is AR2). If the parent AR, which is
currently performing the duplication operation,
finds that the same requested video ID (VID) is
being processed, it will create a new entry into
its COPY table upon receiving this REV JOIN
message; On the other hand, if the same VID is
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Fig. 3 OPT JOIN and PRUNE processes.

not currently being processed, the AR simply
forwards the REV JOIN message to its parent
node.

2.3 OPT JOIN and PRUNE
After the REV JOIN process is completed,

the BP is capable of receiving (snooping) pack-
ets passing through, performing duplication,
and generating those received packets to the DA
entries recorded in its COPY table. However,
the construction of an optimal AVD tree is not
completed at this point. As shown in Fig. 3,
packets with the same content are delivered via
a single link twice. This will greatly increase
the total network delivery cost when the num-
ber of the downstream nodes is large.

The OPT JOIN process, implemented in the
AVD mechanism, is intended to solve this prob-
lem. As depicted in Step 2 of Fig. 3, when a
new entry has been added to the COPY ta-
ble of an AR after the REV JOIN process,
the AR issues an OPT JOIN Request to all
the entries (i.e., User’s DA) recorded in its
COPY table, except the most recently added
entry (i.e, BP). The user (i.e., User A) who
receives the OPT JOIN Request subsequently
performs an OPT JOIN process to its “parent”
node. As a result, a new entry of User A is
added to the COPY table of the BP (Step 3,
Fig. 3). Another process called PRUNE is per-
formed after the OPT JOIN process. That is,
after the completion of the OPT JOIN process,
when a new entry has been added to an AR
node’s COPY table, the AR initializes and gen-
erates a PRUNE message to its upstream AR.
This is intended to remove entries that might
be out-of-date, thus no redundant packets will
be delivered more than twice in a single link.

2.4 RTT Estimate
As described above, the AVD tree is con-

Fig. 4 The RTT estimate process -1.

structed step by step according to the sequence
of the user arrivals. We call the path con-
structed between the server and the first ar-
rived user the fundamental path (see Fig. 4:
The path from the server to User A). Since the
fundamental path is built based on the Unicast
forwarding, it is highly possible that this path
may not be optimal (i.e., the shortest). If the
fundamental path is not optimal and will not be
updated or revised, the final established AVD
tree (i.e., after the completion of all user’s JOIN
processes) will result in an inefficient Multicast
delivery tree.

To construct and maintain the fundamen-
tal path as optimally as possible, we deploy a
Round Trip Time (RTT) Estimate process into
our AVD mechanism. This RTT Estimate pro-
cess is straight forward, that is, we use this
process to calculate either RTT or Hop counts
among different paths, then choose the path
with the least RTT or Hop counts (see Fig. 4) as
the new fundamental path where the subsequent
REV JOIN message will flow through and the
packet duplication function will be allocated.

As depicted in Fig. 5, if an AR ac-
quires a new “parent” from the AR ON PATH
list during the AR detection process, we
call this AR “BP Standby AR”. When this
BP Standby AR node receives a COPY com-
mand from the server, it will first perform
the RTT Estimate process, then determine
which “parent” will be used for performing its
REV JOIN process by choosing the path with
the lowest measured RTT or hop counts. As a
result, the non-optimal fundamental path (if it
exists) can be updated and revised.

2.5 AVD Tree Maintenance
To keep the logical tree maintained in the
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Fig. 5 The RTT estimate process -2.

server and the soft-state maintained in the ARs
up-to-date, each parent AR (i.e., BP) periodi-
cally sends a “heartbeat” message to all its chil-
dren, and each child (i.e., User or BP) responds
to the heartbeat message with an “alive” mes-
sage after a randomly selected period of time.

If a child does not hear from its parent for a
period of time, and if the child is a BP: (i) the
BP originates a “PARENT LOSS” message to
the server; then (ii) The server initiates an AR
detection program with the destination equal
to the BP; after that (iii) the BP performs
“REV JOIN” to its nearest upstream new par-
ent according to the AR information recorded
in the newly received AR ON PATH list. But
if the child is a user, the user simply performs
a new JOIN process.

If a parent does not hear from its child for a
period of time, and if the child is a BP: (i) the
parent simply removes the entry related to the
child (BP) from its COPY table; then (ii) the
parent sends the server a TREE UPDATE mes-
sage which explains that “the BP & its down-
stream nodes” are unreachable; after that (iii)
The server updates the logical tree by remov-
ing the tree related to the BP, after a selected
period of time. But if the child is a user, the
parent simply removes the entry related to the
child from its COPY table.

3. VIDEO MERGING

In this section we discuss the basic video
merging algorithm of the AVD mechanism.
This algorithm can be implemented as a com-
ponent of any on-demand video services. In
addition, it can be constructed either on top
of the AVD tree or other group communica-
tion service models. The video merging involves

Fig. 6 The Single AVD mechanism.

combining a number of pure Unicast (Patching)
streams and a Multicast-like (AVD Sharing)
stream for achieving an efficient sharing service
(see Fig. 6). In addition, we present an off-line
analysis (video stream initiations are known
ahead of time) for both the video server band-
width requirement (i.e., the maximum number
of concurrent out-going connections) and the
total network cost.

Ying Cai’s work on video patching 16) con-
tributes greatly to the design of our video merg-
ing mechanism. He exploited a regular stream
(used for delivering an entire video) and several
patching streams (used for delivering parts of a
video) as a Multicast group to perform deliver-
ing requested videos recursively. By using the
Grace Patching algorithm and taking the ar-
rival rate of the user’s requests into considera-
tion, his proposed technique could find its opti-
mal patching performance. The key of this sys-
tem is that the generation of a regular stream
or a patching stream, which is determined by
the video server, depends on the client’s buffer-
ing capability. However, the client’s buffering
capability is no longer an issue today given the
low cost of personal computers and the current
maker-specific set-up boxes.

In contrast, our proposed mechanism takes
the total number of active out-going server con-
nections as the main consideration for deter-
mining the regeneration of a new AVD stream.
Unlike Ying Cai‘s approach, we believe the
main challenge of today’s large-scale VoD devel-
opments (applications) should concentrate on
how to effectively utilize the available network
bandwidth, especially in its relationship to the
video server.

3.1 Analytic Model
Throughout the paper, we made a number

of assumptions. These are: (i) the video length
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can be suitably partitioned into L units; (ii) the
user arrival access pattern is “fully loaded” (i.e.,
every time slot contains at least one arrival re-
quest); (iii) the time required for transmitting
one segment is one unit of time (i.e., the to-
tal time T for delivering the whole segments is
equal to L); (iv) the network cost for deliver-
ing a segment via one channel is 1; and (v) a
new stream, either in the form of AVD Sharing
or Patching, always begins at segment 1 of the
video.

For example, as depicted in Fig. 6, User
A arriving at time = 1 receives only the
AVD Sharing stream originated by the video
server directly (Note that these segments will
playback immediately). User B arriving at
time = 2 will be required to receive the video
segments from two streams. These are: (i) the
AVD Sharing stream: for video segments “from
2nd to the end” that are duplicated and for-
warded by the intermediate ARs. (Note that
these segments are originally destined to User A
only, In addition, these segments will be stored
on local disk for latter playback temporally); and
(ii) the patching stream: for video segment 1.
This segment will playback immediately. (Note
that this segment is originated from the video
server and directed to User B directly. Simi-
larly, User C, arriving at time = 3, will also
be required to receive both the AVD Sharing
stream which contains video segment “from 3rd

to the end” and the patching stream which con-
tains video segments 1 and 2.

Given the above rules by which users receive
the streams either from the video server di-
rectly or from the AR, we can have the total
number of the active logical channels (connec-
tions), Active Srv Channel(t), originated from
the video server at any time t:

Active Srv Channel(t)

= AV D Sharing(t) +
∑

i

Patchi(t)

where AV D Sharing(t)=1 t=[0, T ]
(1)

Patchi(t) =1
0

t=[i,2∗i+1]
else (2)

From Eq.(2), we can obtain the following time
series{∑

i

Patchi(t)|t=0∼T

}

= {0, 1, 1, 2, 2, 3, 3, ........., A}
where A =

[
T−1

2 if T ∈ odd
T
2 if T ∈ even

Fig. 7 The Multiple AVD mechanism,
i.e., Multiple AVD Patching (P=4).

For simplicity, we choose T ∈ odd for the
following analysis. Therefore, we can obtain
the number of the active server channels at any
time t and the total network cost for delivering
all the video segments:

Active Srv Channel(t)=
t − 1

2
+1=

t + 1
2

0 < t ≤ T (3)
where 1 = the AVD Sharing stream channel.

Total Network Cost

=
T∑

t=0

AV D Sharing(t)

+
∑

i

Length Patchi(t)

= T + [1 + 2 + 3 + ........ + (T − 1)]

=
T (T + 1)

2
The simplest algorithm that can be used in

the AVD mechanism is shown in Fig. 6. In this
case, the video server generates only one main
stream (i.e., AVD Sharing stream) to perform
the Multicast-like sharing and several indepen-
dent Unicast streams for performing patching.
We call this algorithm Single AVD. Similar to
the underlying Unicast mechanism, this Sin-
gle AVD sharing algorithm, however, clearly
would not perform effectively because of the
high demand on the video server bandwidth and
the heavy network cost given the presence of a
lengthy video (i.e., the time duration is large).

To solve this problem, we can consider an-
other mechanism called the Multiple AV D
Patching mechanism (i.e., Fig. 7). That is, If
the number of the fan-out (out-going) Patch-
ing streams originated from the video server
reaches the threshold (Pthreshold), which is set
in advance, for the first time (t1st), i.e.,
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∑
i

Patchi(t) ≥ Pthreshold

the video server then regenerates a new, full-
length main stream (i.e., from segment 1 to the
end segment) to perform a new AVD sharing
source for those users who arrive later. Note
that we allow this form of a new AVD Sharing
stream regeneration to repeat continuously after
a fixed time interval. As a result, the usual
traffic produced by the Patching streams can
be greatly reduced.

From Eq.(3), we can compute the time,
t1st, at which the server regenerates a new
AVD Sharing stream and obtain the total
round of the AVD stream regeneration during
the time period T :

t1st − 1
2

= Pthreshold

→ t1st = 2 ∗ Pthreshold + 1
Roundavd = L/t1st =L/(2 ∗ Pthreshold+1)

(4)
In the Multiple AV D Patching case, the

Active Srv Channel(t) at any time t (where
t < T ) and the Total Network Cost during a
period of time from generating the 1st video
segment of the AVD Sharing stream to receiv-
ing the last video segment of the Patching
stream (i.e., the time duration will be 2T in
this example) can be expressed as:

Active Srv Channel(t)
= No. of the AV D Sharing Streams

+
∑

i

Patchi(t) (5)

Total Network Cost

=
round∑
j=1

Length AV Dj

+
round∑
j=1

[∑
i

Length Patchi(t)
]

(6)

From Eq.(5), we can further obtain both the
maximum number of on-going channels gener-
ated from the video server and the total net-
work cost for delivering the whole video as the
following

Max Active Srv Channel
≈ Roundavd + Pthreshold (7)

Tota Network Cost
≈ L(Roundavd + Pthreshold) (8)

For simplicity, we use R and P to denote
Roundavd and Pthreshold respectively. There-
fore, from Eq.(7), we have

Max Active Srv Channel = R + P

since L = R ∗ (2P + 1),
the Max Active Srv Channel can be ex-
pressed as:

= (2R2 − R + L)/2R → F (R)
Let F ′(R) = 0, we can observe that the min-

imum number of maximum active server chan-
nels during the time period 2T can be obtained
while we set

R =

√
L

2
(9)

3.2 Comparison Results
In Figs. 8 and 9 we compare the perfor-

mance metrics in terms of the number of the
maximum active server channels (i.e., we call
it the server bandwidth requirement) and the
total network cost for three different delivery
mechanisms. (Note that we set L = 1001).
Clearly, the Multiple AV D Patching mecha-
nism requires considerably less network delivery
cost and at an overall lower video server band-
width requirement than that of the Unicast and
the original AVD mechanism (Note that we set
Pthreshold = 22).

Figure 10 shows the relationship of the

Fig. 8 Number of active server channels over time.

Fig. 9 Total network cost over time.
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Fig. 10 Max. number of active server channels v.s.
threshold setting.

threshold setting to the total number of the ac-
tive server channels (i.e., concurrent on-going
connections originated from the video server).
We observe that the minimum “maximum
number of active server channels during the
time period 2T”, generated by the video server,
could be obtained if the threshold (i.e., the
number of the fan-out Patching streams) is set
to 19 ∼ 25. The Eq.(9) derived in our analytic
model provides a simple method to the same op-
timal threshold setting. That is, from Eqs.(9)
and (4), we can also easily obtain the following:

R =

√
1001

2
∼= 22.5 ⇒ Pthreshold

∼= 22

4. EVALUATION

We have conducted simulations to evaluate
the effectiveness of our proposed mechanism us-
ing a simulation tool called OPNET 17). For
simplicity, and for the purpose of analyzing the
effectiveness of the performance of the AVD tree
and the video merging algorithm, we assume
that all the links in the simulation graph are
“lossless”. As depicted in Fig. 11, we use a
partial mesh (i.e., each router has only a lim-
ited number of neighbors in the mesh) type sim-
ulation topology in which different percentages
of routers that are ARs can be varied. Links
established between routers in different hierar-
chies are determined randomly at the beginning
of the simulation. The total number of routers
is set at 100.

Table 1 shows a summary of the main pa-
rameters used in these simulations. Two met-
rics are used for evaluating the performance.
These are: (i) Link Load: the number of pack-
ets with the same content delivered by a single
link; and (ii) Server Bandwidth Requirement:

Fig. 11 The simulation topology.

Table 1 The main parameters deployed in the
simulations.

Fig. 12 Average link load over time
(300 requests/sec).

the maximum number of out-bound channels
(connections) generated from the video server.

The first simulation is intended to evaluate
if the delivery tree constructed by the AVD
mechanism could achieve the same efficiency as
that of conventional IP Multicast approaches.
Therefore, we assume that (i) all users request
the same video; and (ii) all users arrive within 1
second (i.e., the server will receive 300 user re-
quests simultaneously). Figure 12 shows how
the average Link Load changes over time ac-
cording to the varied percentages of routers that
are ARs. As expected, the result indicates that
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Fig. 13 Average link load over time
(1 request/sec).

the average Link Load can be reduced to 1 if
the percentage of routers that are ARs is set
at 100%. That is, the proposed AVD mech-
anism can achieve the same efficiency as that
of conventional IP Multicast approaches if all
the routers are ARs. In addition, we observe
that the higher the percentage of routers that
are ARs, the lower the average Link Load. An-
other finding in this evaluation result is that
the average Link Load obtained in all the AR-
presence cases is reduced after the 1st time slot,
while an increase is found in the Unicast case.
This is due to the fact that the duplication func-
tion performed by the ARs successfully reduces
the average link load after the completion of all
user’s JOIN processes.

The second simulation is intended to eval-
uate the effectiveness of the Multiple AV D
Patching mechanism (i.e., as shown in Fig. 7,
multiple AVD Sharing streams are generated
for performing sharing service). Figure 13
shows how the average load of the network link
changes over time according to the varied per-
centages of routers that are ARs. As expected,
we observe that the greater the percentage of
routers that are ARs, the lower the average
Link Load. In addition, the average Link load
can be reduced to approximately half of that
measured in Unicast even if the percentage of
routers that are ARs is only set at 25%.

Figure 14 shows how the average re-
quirement on the server bandwidth changes
over time while performing our proposed
Multiple AV D Patching mechanism. We ob-
serve that this mechanism significantly reduces
the server bandwidth requirement (i.e., over
90%) in all the AR-presence cases (i.e., AR =
25%, 50%, 75%, and 100%) compared to that
measured in the Unicast. This behavior is likely
to occur if the router, which is the closest to

Fig. 14 Average requirement on the server
bandwidth over time.

Fig. 15 Max. average link load v.s. different total
number of user requests.

the video server, is AR. That is, the server
only needs to generate an AVD Sharing stream
to its nearest downstream AR that would sub-
sequently duplicate and deliver the subsequent
video segments to users who request the same
content.

With the results obtained from Figs. 12, 13,
and 14, we can conclude that our proposed
solution offers the following performance sav-
ings: (i) the capability of achieving the same
efficiency as that of conventional IP Multicast
approaches; (ii) the higher the percentage of
routers that are ARs set in the network, the
more benefit we gain; (iii) Even if users with
different arrival times request the same videos
that are currently being delivered, we benefit
from using the Multiple AV D Patching mech-
anism; and (iii) the video server loading can be
shared generously by a reasonably small num-
ber of ARs that are set closer to the video
server.

In Fig. 15, we study the effect of different to-
tal numbers of users who request diverse videos.
We set the total number of selectable videos is
set at 16 and the total number of users at 300,
600, and 1200 respectively. According to re-
cent research results into requests for web pages
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Fig. 16 Max. average link load v.s. EDGE OFF and
EDGE ON.

and web-based video streaming 18),19), we can
assume that videos selected by different users
are based on a Zipf-like distribution with a skew
factor set at 0.7. Figure 15 shows that the max-
imum average Link Load changes over the to-
tal number of users. As expected, we observe
that the more users who join the AVD tree, the
greater the performance gain (i.e., the reduction
in the maximum Link Load) the AVD mecha-
nism achieves. In the case of “Users = 300”,
we observe that the performance gain achieved
by the deployment of the ARs is not obvious.
This is because the more the variety of videos
requested by the users, the less benefit gain the
AVD mechanism could achieve. On the other
hand, the result in the case of “Users = 1200”
demonstrates that even if the percentage of
routers that are ARs is only 25%, the average
Link Load can be reduced to around 50%. This
is due to the fact that the more users who join
an AVD tree, the higher the possibility the users
will request the same video. As a result, we can
conclude that the AVD mechanism can effec-
tively share video segments among users with
different arrival times who request diverse video
content.

The final simulation is intended to evaluate
the performance of setting all the edge nodes
(See Fig. 11), which are deployed closer to the
user site, as ARs. We call this EDGE ON. On
the other hand, if the AR is randomly allo-
cated, we name it EDGE OFF. We observe
the result in Fig. 16 that the greatest reduc-
tion in the maximum Link Load achieved by
EDGE ON is when AR% is set at 25%, by com-
paring it to that of EDGE OFF. That is, we
can conclude that if only 25% of routers that
are ARs can be deployed into the Network,
it would be more effective to first deploy the
AR into the edge of the network. In addition,
the result in Fig. 16 also demonstrates that if

the percentage of routers that are ARs is 25%
where all the edge routers near the user site
are set as ARs (i.e., EDGE ON), the achieved
performance gain could be slightly better than
the case of “AR50% without EDGE ON”, (i.e.,
AR50% in the EDGE OFF case).

5. Related Work

IP Multicast was proposed to provide a group
communication service that efficiently utilizes
the limited network resource. Although it has
been a decade since the first proposal, and a
large number of research efforts continuously
focus on its improvements, the current state of
IP Multicast deployment is far from reaching its
full potential. According to the research result
of 5), a reasonable estimate is that the actual
penetration of IP Multicast into the current In-
ternet is only around 4%.

Application layer Multicast 3),6),7) as an al-
ternative technology of IP Multicast provides
a very simple and flexible way to achieve the
group communication service. The majority
of application-layer Multicast research concerns
how to dynamically self-organize an overlay dis-
tribution tree where a group communication
service can be deployed. However, since the
overlay-based delivery tree may differ from that
of the underlying physical-layer network, a non-
trivial delay in packet delivery (i.e., packet for-
warding) might exist. In addition, issues re-
garding the significant burden placed on the end
host, the capability of supporting a large-scale
group, and the effect of unexpected halt of end
hosts still remain to be discussed more precisely.

Scattercast 19) is another type of Application
layer Multicast. The basic idea of this ap-
proach is similar to that of the AN approach,
that is, adding some intelligences into the net-
work could benefit from the support of the net-
work infrastructure. However, instead of inte-
grating such support into routers, Scattercast
builds multiple-point delivery as an infrastruc-
ture service that leverages support from strate-
gically placed application-layer SCXs (agents).
This approach is geared towards large-scale
broadcasting services where many advantages,
such as the feasibility of provisioning diverse
group communication services and the elimi-
nation of forwarding state maintenance prob-
lem associated with traditional IP Multicast
routers, are introduced. However, the deploy-
ment of a flat single-level overlay network struc-
ture and a mesh-first 20) routing protocol (i.e.,
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Gossamer 19)) could be difficult to achieve the
support of truly large audiences. The neces-
sity of a large amount of exchange of SCX-to-
SCX routing and group management informa-
tion could probably limit its scalabilities.

The AVD mechanism that we have devel-
oped is based on both Su Wen’s approach 8)

and REUNITE 9), which performs the under-
lying Unicast forwarding to achieve Multicast-
like service. Su Wen proposed the novel idea
of using the AN technology to achieve a so-
phisticated group communication service. In Su
Wen’s centralized model, in addition to a logi-
cal Multicast delivery tree, the server needs to
maintain the status of the branch points (i.e.,
the router where the packet duplication func-
tion is to be implemented) and the children of
those branch points (BP). The Multicast de-
livery tree is constructed using two building
blocks: Ephemeral State Processing (ESP) and
Lightweight Packet Processing modules. To
find an BP, the server performs the ESP pro-
cess, which is performed “hop by hop” across
the delivery tree to the new JOIN user, for a
minimum of three times. Though highly flex-
ible, the recursive processes of this approach
could cause significant overheads in both server
and router processing power.

In addition to using the AN technology, RE-
UNITE is the first approach that utilizes only
the underlying Unicast forwarding to achieve
Multicast service. REUNITE proposes a very
simple protocol to eliminate Multicast forward-
ing state at non-branching routers. It con-
structs a Multicast delivery tree using a Mul-
ticast Forward Table (MFT) and a Multicast
Control Table (MCT). There are many advan-
tages to using REUNITE, however, the delivery
path constructed in this approach may not be
the optimal one (i.e., the shortest), given the
presence of asymmetric routing networks 10).
Recent research result on the Internet Topol-
ogy 11) shows that the percentage of the AS
path asymmetry is around 50～70%. That is,
the effect of the AS path asymmetry charac-
teristic on REUNITE needs to be further dis-
cussed. In addition, we believe that approaches
based on the AN technology are more flexible
than REUNITE. That is, new services can
be more easily implemented to the AN-based
approaches without needing time-consuming,
hardware-based modification, like that required
in REUNITE.

6. Conclusion

In this paper, we have presented a novel
group communication service, one based on a
very simple tree construction technique and an
efficient video merging algorithm. One of the
main purposes of our work is to demonstrate the
effectiveness in sharing data and in delivering
video content among users arriving at different
times. In our analytic model and simulations,
we observed that the AVD mechanism signifi-
cantly reduces the total network delivery cost,
the video server bandwidth requirement, and
the average link load; even the Active Routers
are sparsely deployed and the user arrival times
are diverse. In addition, we have demonstrated
that the constructed AVD tree can achieve the
same efficiency as that of IP Multicast tree.
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