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Improving MIP Handover Latency Using Location Information

Nik van den Wijngaert† and Chris Blondia†

This paper presents a location-aware improvement over the Pre-Registration low latency
handoff proposed by the IETF. Pre-Registration requires layer 2 information that might not
be present in the access technology being used. By applying location information available
to the mobile node, these obstacles can be overcome, allowing more control over the actual
handoff latency and buffering requirements. After describing the protocol, we present an
analytical model that provides us with results on packet delay and buffering requirements for
a CBR packet stream. We have also developed a detailed OPNET simulation where results
are obtained in more realistic circumstances.

1. Introduction

In an emerging wireless world, always-on con-
nectivity becomes increasingly important for a
large number of mobile IP devices. One of
the most successful solutions for network level
roaming is Mobile IP (MIP) 13) as proposed by
the IETF. This protocol allows a Mobile Node
(MN) to change its network point of attachment
across heterogeneous access networks without
needing to change its IP address. It does so
by making use of a so-called care-of address lo-
cated at a Foreign Agent (FA). Together with
the Home Agent (HA), these entities make up
the logic of the MIP infrastructure.

MIP contains a number of built-in delay com-
ponents. To this end, several enhancements
have been proposed to the base specification.
Hierarchical MIP (HMIP, also referred to as
Regional Tunnel Management) 9) counters the
signaling induced latency by introducing a tree-
like hierarchy of FAs which are grouped into
domains governed by a Gateway Foreign Agent
(GFA), the root of the tree. For all mobili-
ty purposes within that domain, the GFA acts
as the HA for the mobile node, reducing the
signaling path significantly. To counter the
handoff induced latency, the IETF has intro-
duced low latency handoff mechanisms 7) that
rely on layer 2 information to facilitate layer 3
handoffs. Unlike protocols like HMIP that rely
solely on network level information, these hand-
offs break the clear separation between network
and link layer. Two different methods are pro-
posed: Pre-Registration and Post-Registration,
both relying on the same kind of layer 2 in-
formation. However, in access technologies like
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IEE802.11 (also referred to as WiFi) 17), the re-
quired triggers are non-existent, making these
low latency schemes problematic to implement.
We assume usage of IPv4 throughout this pa-
per.

This paper introduces a location augmented
variant of Pre-Registration which relies on cer-
tain information to be available to the MN,
e.g., trajectory of travel (driving straight on the
highway, GPS-generated driving routes) or re-
lative position to the access points (APs) the
MN can visit. Some work on the topic of using
location information has been done before (e.g.,
Ref. 8)), but there it is assumed that the FAs
are aware of their location and possibly com-
municate this to each other. In our proposal,
only the MN is location-aware. By taking this
extra information into account, the link layer
dependency of Pre-Registration can be removed
and the latency and buffer requirements can be
lowered. We present results obtained from both
an analytical model and an OPNET simulation
model.

2. Low Latency Handoff Mechanisms

The IETF has proposed two different low
latency schemes. Pre-Registration attempts
to complete the layer 3 handoff before the
actual layer 2 handoff takes place, whereas
Post-Registration allows for handoffs without
the MN’s intervention by making use of Bi-
directional Edge Tunnels (BETs) and letting
the MN conduct its registration at a later point
in time at its own discretion.

2.1 Layer 2 Triggers
Both approaches rely on the presence of four

layer 2 triggers:
• Anticipation trigger (AT): conveys infor-

mation to layer 3 that a layer 2 move is
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about to occur and to which access point.
• Old foreign agent (oFA) layer 2 link down

trigger (oFA L2LD): the MN can no longer
communicate with the oFA.

• New foreign agent (nFA) layer 2 link up
trigger (nFA L2LU): the nFA can send traf-
fic to the MN.

• MN layer 2 link up trigger (MN L2LU): the
MN can send traffic to the nFA.

For correct operation of the handoff schemes,
the following timing relation should hold: AT
< oFA L2LD < nFA L2LU < MN L2LU.

Especially this first requirement proves to be
problematic for technologies like WiFi 5): the
AT needs to occur in anticipation of a handoff,
i.e., when the handoff about to happen and so
before any other layer 2 action, and it needs to
convey information about which AP is about to
be new one.

2.2 Pre-Registration
Pre-Registration works as follows. At the

AT, Pre-Registration starts normal MIP hand-
off with the nFA while still connected to the
oFA. Instead of the normal Router Solicitation
and Advertisement (Sol/Adv), the MN con-
ducts a Proxy Router Sol/Adv exchange with
the oFA that has cached the advertisements of
its neighboring agents. A normal Registration
Request is then sent from the MN to the nFA
through the oFA. The request is processed by
the GFA and replied to, routing all traffic via
the new path to the nFA. The Registration
Reply received by the nFA is cached until the
MN has moved into its domain (nFA L2LU).
Pre-Registration can be both mobile initiated
(the MN sends a Proxy Router Solicitation) or
network initiated (the oFA unicasts a Proxy
Router Advertisement to the mobile). We will
not discuss the Post-Registration method as our
scheme is based on Pre-Registration only.

3. Location Augmented Approach

While it is possible to perform some form of
low latency handovers over a broad range of
access technologies, including WiFi 5), the fun-
damental problem of the trigger timing cannot
be solved. Working with multiple interfaces is
one possible solution, but then the difficulties of
spacing the AT and oFA L2LD triggers remain.
In Pre-Registration buffering is required at the
nFA to not only hold the registration reply, but
also any traffic routed on the new path from the
GFA to the nFA while the MN might still be in
its old domain. If the AT arrives too early, traf-

fic is routed to the nFA too soon, causing large
buffer buildup and packet delay and delay vari-
ation but if the trigger is late then the layer 3
handoff might not have been completed before
the MN moves out of range causing packet loss
at the oFA.

With location systems like GPS (Global Posi-
tioning System) becoming more and more pop-
ular and integrated in various devices, it is pos-
sible to exploit this information to facilitate
handoffs. We propose a scheme based on Pre-
Registration that addresses two points:
( 1 ) dependence on layer 2 triggers: by using

information embedded in the GPS maps
that details the location of access points,
triggers can be generated from upper lay-
ers;

( 2 ) the actual latency is coupled with the
spacing of the AT and oFA L2LD trig-
gers, which our proposal tries to mini-
mize.

One first possible solution, if we have location
awareness, is to make MIP conduct a handover
to the nearest agent or access point. Given
the movement vector, we can roughly estimate
when the handoff will occur and generate an
AT accordingly. Next we force the wireless in-
terface to handover to a new AP.

The protocol we propose goes one step fur-
ther and is called Location Augmented Bulk
Pre-Registration (LABPR). Assume that we
are traveling along a trajectory known before-
hand. This trajectory can be deducted from the
fact that we are moving on a highway, or from
the course plotted by the GPS system. When-
ever the MN enters a new domain, it can then
send out several Pre-Registration Requests in
advance for the agents it is going to visit. It can
elect to register an arbitrary number of hops
in advance. These requests are processed by
each new agent and sent up to the GFA which
processes these requests and caches the replies.
When the MN is about to switch from one net-
work to the other, it sends a Release Cached
Request (RCR) to the GFA for the agent it is
moving to, which in turn forwards the cached
request to the nFA. If the trajectory of agents
to visit is not known in advance, it is possible
to perform LABPR to a number of eligible FAs
and the timer in the pending entries will ensure
that unused registrations are not held indefi-
nitely. The timing of the anticipation trigger
to send the RCR is now decoupled from the
routing path between the FAs, i.e., only depen-
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Fig. 1 LABPR.

dent on the path oFA→GFA, and not on the
path oFA→nFA→GFA, as is the case in Pre-
Registration. This distance can be measured by
the MN by pinging the GFA while connected to
the oFA. By averaging several of the response
times, we can get an estimate of the Round Trip
Time (RTT) between the MN and the GFA,
which is exactly the time needed between AT
and L2LD: the link down can occur when the
RCR has reached the GFA and the last packet
routed on the old path has reached the MN.
The signalization diagram for LABPR is shown
in Fig. 1.

The oFA here is not necessarily a direct
neighbor of nFA, but it is the first agent the
MN registers with when entering the new do-
main at which point messages 0 through 3 are
sent. The GFA processes this request (message
3) but does not activate the mobility binding
(the current binding stays active) nor does it
forward the reply to the nFA. When the AP
linked to the nFA becomes the nearest AP, mes-
sage 4 is sent at the anticipation trigger, causing
the GFA to activate its pending binding and
forward the Registration Reply and subsequent
traffic along the new path. One estimated RTT
value later, the link layer is forced to do a hand-
off to the new access point associated with the
new foreign agent. This event is followed by an
nFA L2LU trigger at which time the handoff is
complete and the buffered packets in the nFA
are forwarded to the MN.

4. Analytical Model

4.1 Reference Architecture
Figure 2 shows the reference architecture

we will use for the analytical evaluation. No-
tice the presence of Router 3: it is quite pos-
sible that the physical topology is different
from the logical foreign agent tree. This has
an effect on Pre-Registration, where the dis-
tance from the oFA to the nFA is of impor-
tance for the latency and buffer requirements:

Fig. 2 Reference architecture.

the shorter the distance, the sooner the Regis-
tration Request reaches the GFA which then
routes traffic along the new path. Similar
methods of analytical modeling have been ap-
plied to Cellular IP 1),6), HAWAII 2),16), Opti-
mized Smooth Handoff 3),14),15) and Pre- and
Post-Registration 4),5).

4.2 Model Description
In this section we present an analytical model

that allows us to compare several performance
measures for Pre-Registration and LABPR,
such as the delay characteristics for packets ar-
riving at the MN and buffer requirements in
the nFA. In this model, we assume that the
router/access point and the agent are located
on the same machine. Furthermore, we model
all routers in the network as M/M/1 queues,
so that every packet going through one of the
routers has an exponentially distributed ran-
dom service time (assumed to be both pro-
cessing time and transmission time). Conse-
quently, the response time of a packet is also ex-
ponentially distributed. Assume that the bulk
registrations have happened at some time in the
past at an FA governed by the same GFA as the
FA the MN is about to move to. The MN per-
forms a handover from oFA to nFA and let t0
be the time at which the anticipation trigger
occurs. We define DLD and DLU as the time
between t0 and the corresponding triggers. It
always holds that 0 < DLD < DLU .

The most important random time instance
for both methods is the arrival t1 of the
Registration Request at the GFA for Pre-
Registration and the arrival of the RCR mes-
sage at the GFA for LABPR. Both of these
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packets are sent at t0 and their arrival is dis-
tributed as the sum of exponential variables
(the response time in the routers) and constants
(the link propagation delays).

We now consider a CBR UDP packet stream,
with packets arriving every T ms at the GFA
from a Correspondent Node (CN) destined to
the MN. We then observe this stream of pack-
ets of which the first arrives at the GFA some
time before t0 and calculate the end-to-end de-
lay distribution of each packet (measured from
the GFA to the MN). The delay is also a random
variable being the sum of exponential variables
and constants. The composition of the delay
random variable is determined by the path a
packet takes, which is determined by t1. We
will present the model for LABPR; this is based
on the model for Pre-Registration detailed in
Ref. 4).

Let t1GFA be the time instant when the first
packet arrives at the GFA. It follows then
that the arrival of the k-th packet is given by:
tkGFA = t1GFA + (k − 1) × T . We denote the
arrival times of the k-th packet at the foreign
agents as tkoFA and tknFA. We can then discern
four different classes a packet can belong to,
depending on the arrival at the GFA and FAs:
( 1 ) tkGFA < t1 ⇒ k-th packet is sent along

the path GFA ↔ oFA
( a ) tkoFA < t0 + DLD ⇒ packet is de-

livered directly to the MN through
the oFA;

( b ) tkoFA > t0 + DLD ⇒ packet is lost;
( 2 ) tkGFA > t1 ⇒ k-th packet is sent along

the path GFA ↔ nFA
( a ) tknFA < t0 + DLU ⇒ packet needs

to be buffered until t0 + DLU ;
( b ) tknFA > t0 + DLU ⇒ packet is de-

livered directly to the MN through
the nFA.

Since the above four packet classes are dis-
joint and form a partition of the sample space,
we can apply the total probability theorem to
calculate P (arrk > t), with arrk the point in
time when the k-th packet arrives at the MN.

In order to determine the size of the buffer
to be installed in the nFA, if we want to mi-
nimize losses due to packet arrivals before the
DLU trigger, we can compute the distribution
of Nb which is the number of packets that would
get lost if no buffers were present.

4.3 Numerical Results
The network from Fig. 2 is configured with

service rate µ in all routers set to 1 pk/ms and

Fig. 3 Individual delays — LABPR.

the load ρ in all the routers is 0.8. It fol-
lows from the M/M/1 assumption that the re-
sponse time is exponentially distributed with
rate µ(1 − ρ) = 0.2 pk/ms. Let T equal 10 ms
for the UDP packet stream. The propagation
delay is set to 5 ms for all the links.

Let us first look at the individual delays for
a stream of 30 packets, starting at 80 ms be-
fore t0. Figure 3 shows the probability that
the end-to-end delay of each packet measured
from the GFA to the MN exceeds a certain
time t for LABPR when we assume an infinite
buffer to be available at the nFA. The RTT
in this model is estimated to be 45ms if we
consider the link delays and average router re-
sponse times. This estimator is taken to be
exactly the average RTT value. Due to the
high variability in response times throughout
the routers, some packets may be lost in the
oFA if they arrive too late. This effect can be
countered somewhat by adding corrections to
the RTT estimator (see Section 5.2). The traffic
involved in the handoff experiences low end-to-
end delays overall: the signalization route taken
by LABPR is shorter than in Pre-Registration
and hence subject to lower variability.

Packet loss in the oFA is one of the prob-
lems in Pre-Registration, as we have no idea
how long the registration message takes to
travel from the oFA to the GFA via the nFA.
Figure 4 illustrates this by starting DLD at
t0 + 0 ms and gradually increasing its value by
10 ms up to 100 ms. As this value becomes
larger, we can see the drop probability of in-
dividual packets becoming smaller, but bear in
mind that choosing a large trigger value will
have an impact on buffer requirements in the
nFA (large trigger values imply that traffic will
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Fig. 4 Loss probability in the oFA —
Pre-Registration.

Fig. 5 Loss probability in the oFA — LABPR.

be routed along the new path sooner, result-
ing in more packets occupying the buffer). In
Fig. 5 we start off with an estimated RTT of
45ms and gradually increase its value by 5 ms
up to 55ms. Even on the lowest value, only a
few packets have a drop probability peaking at
8%.

We can also look at the buffer requirements
as a function of the layer 2 trigger timing.
We show curves for the expected buffer sizes
(= expected number of packets lost in the ab-
sence of buffers) and for the minimum buffer
sizes required to achieve a probability of loos-
ing a packet smaller than 10-5. On first glance
at Fig. 6, it seems that Pre-Registration has
lower buffer requirements. This is true when
comparing both protocols using the same trig-
ger values in both cases: the RCR packet of
LABPR arrives much sooner in the GFA than
the Registration Request, routing packets to
the nFA much earlier. Varying the DLD trig-
ger has no impact on the buffer, which is only

 
 
 

Fig. 6 Buffering in nFA — LABPR and PreReg.

influenced by AT and L2LU spacing.
We can see the advantage of using LABPR if

we interpret Fig. 6 as follows: suppose we take
the 45 ms RTT estimate for delivering a trig-
ger. DLU would subsequently occur at 145 ms,
showing a buffer requirement of 10 packets,
which is exactly what is to be expected given
the UDP stream specifications. In the figure,
the expected number of lost packets in the nFA
drops even below this value as packets are also
lost in the oFA when L2LD occurs too soon
after AT. For Pre-Registration to function cor-
rectly, the handoff will most likely be initiated
at a very safe margin, causing a higher traf-
fic load to be sent to the nFA, yielding larger
buffers.

5. Performance Evaluation: OPNET
Simulation

5.1 Model Description
OPNET Modeler is a discrete event simula-

tor developed by OPNET Technologies, Inc 12).
It has a functionally very rich model library
which we have modified and extended 18) to pro-
vide support for: MIP, HMIP, Smooth Hand-
off, Optimized Smooth Handoff, Pre- and Post-
Registration and now LABPR as well 19). For
a detailed explanation of the OPNET models
and more results, we refer to Ref. 19).

5.2 Simulation Results
First we present simulation results for a

tagged UDP traffic stream. Using a network
similar to the one depicted Fig. 2, we send a
flow of UDP packets to the MN, who is perform-
ing an LABPR handover between the two net-
works. The re-association delay with the new
access point is uniformly distributed between
200 and 400 ms, values assumed to be reason-
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Fig. 7 LABPR buffering.

able according to Ref. 10). For LABPR, the
timing between AT and L2LD is determined
by the RTT measurements, whereas for Pre-
Registration it is taken from a uniform distri-
bution between 10 and 150 ms (as we do not
know beforehand how big it should be). If we
do a thousand simulation runs, we can look at
the produced trigger values and the correspond-
ing effect on nFA buffer usage and oFA packet
loss. The following figures are to be interpreted
as follows: the lower half shows the observed
lengths of the time intervals defined by 2 trig-
gers, sorted on increasing value. The upper half
then shows the produced results for these trig-
ger occurrences.

The effect of the length of the interval [AT,
L2LU] on buffer requirements is displayed in
Fig. 7. The behavior is very similar to Pre-
Registration. While the spacing of the AT
and L2LD has an impact (the further they are
spread apart, the larger the number of packets
arriving in the buffer), the dominating factor
here is the length of [oFA L2LD, nFA L2LU]
(it is the largest component). The relation here
is fairly linear, and the jitter observed on the
buffer usage graph is due to the background
load present in the system.

Packet loss in the oFA for Pre-Registration is
very unpredictable, as it again suffers from the
lack of trigger scheduling. Figure 8 shows the
observed packet loss for LABPR, and the lower
half of this figure in fact displays the measured
values of the RTT estimator. The losses mea-
sured here are fairly low and consistent, but
they are still there due to the unexpected delay
a packet can encounter.

On first sight, it seems that LABPR’s per-
formance here is fairly bad, considering we can
get to nearly zero losses in Pre-Registration if

Fig. 8 LABPR oFA packet loss.

Fig. 9 LABPR oFA losses, 20% correction.

there would be a way to deliver the anticipa-
tion trigger in time. When using the average
of ping measurements for the AT value, the
performance of LABPR is less than optimal.
About 700 runs (out of 1,000) have lossless per-
formance and about 25% of the handovers loose
1 packet in the execution. An obvious improve-
ment to this protocol would be to add a cor-
rection factor to this RTT estimate, shown in
Fig. 9 where 20% of its value is added to de-
liver a more robust scheme. Now we can see
that slightly less than 90% of the runs proceed
without any losses at all and the single packet
drops are now below 10%.

6. Conclusions

In this paper we discussed the problems
related to the current low latency handoff
schemes. These rely on the presence and timing
of layer 2 triggers, an obstacle in many cases.
We proposed an extension to Pre-Registration
that breaks the strict dependency on lower lay-
ers if certain location information is available.



2252 IPSJ Journal Oct. 2004

We presented an analytical model that shows
an improvement for the delay components in-
volved in MIP. Not only are there fewer pack-
ets involved in the handoff, but packet loss and
buffer usage are more predictable. The proba-
bility of packet loss in the oFA is lower and so is
the number of packets lost. The OPNET simu-
lations confirmed these results in a more com-
plex environment and showed that increasing
the RTT estimator by a certain amount can
have a big impact on lowering packet loss. We
now have a way to influence packet losses in the
oFA: if we want very low latency, the chances
of losing packets will be higher and conversely,
if lossless operation is required then the trig-
gers will need to be spaced more resulting in
slightly higher buffering requirements and over-
all latency.
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