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Abstract: Character believability is a fundamental component of role-playing games. In video games, char-
acters not controlled by the player are managed by the game itself, and while most of the desired behaviors
can be scripted in advance, the combat phase requires the presence of an AI to interact with the player.
As classical AI implementations adopted in role-playing games fall short of representing believable charac-
ters, we propose a new AI architecture which can produce combat behaviors while considering believability
requirements for the characters.

1. Introduction

Role-playing games (RPG) are a game genre where the

player controls one or more characters living in a fictional

world [1]. Role-playing (RP) means behaving accordingly

to a character’s role and enacting it by using speech and

actions within the game rules. In a more formal way, RP

is the creation and interaction of diegeses (a fictional world

or the truth about what exists in a fictional world) by the

players [2]. The characters not controlled by the player are

called non-playing characters (NPCs), and are acted out by a

game master, who also specifies the game setting. Although

there are many forms of RPGs, in this paper we will focus on

offline role-playing video games, also called computer RPG

(CRPG). In these games, since there is no game master,

NPCs behavior must be generated by the game itself, and

the component responsible for this is generally referred to

as game AI [3].

There are many CRPGs and they can be structured very

differently, but in all of them we can identify a combat phase

where the characters fight. Sometimes the transition is not

visible (characters simply start fighting where they are),

while sometimes a specific combat mode is enabled, usually

bringing up its own dedicated interface to the screen. In

either case, there is a clear difference between the required

behaviors inside and outside the combat phase. Outside

combat, characters interact with each other and with the

player mainly with dialogues, quests, or by doing normal

daily activities. These behaviors most of the times can be

statically scripted in the game beforehand with satisfactory

results [4]. For example, game designers know what a NPC

can talk about at a given point in the story, what he can
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sell, where he will be on the map, and finally in what way

he is related to a quest. As a result, the NPC behavior will

stay true to his role exactly as intended, effectively simu-

lating role-playing as if the game designer were acting for

him as a player. The combat phase is a completely different

matter. Often it is not known in advance which character

will join the battle, what will be the state of each character,

and what choices will the player make. For this reason the

NPCs behavior cannot be prepared in advance, but must be

generated on the fly by an appropriate AI. In our research

we will focus on the problems related to the game AI during

this specific phase of RPGs.

In most CRPGs the AI of the NPCs is implemented with

behavior trees, or finite state machines where the state of

the NPC changes in response to some designed event inside

the game [5]. This is a very common practice, and not only

it is quick and easy to implement but also permits to finely

control the resulting behavior. The drawback is that such

a static algorithm cannot express the complex dynamics of

role-playing [6], producing behaviors that don’t follow the

character’s role and consequently disrupting the character

believability [7]. In [8], a survey about the expectation for

better NPC behavior in RPGs was conducted on several

gaming communities. From the results it is clear that there

is still much room for improvement about features like per-

sonality, emotions, pro-activeness, individual memory and

relationships among characters.

In this paper we aim at building an architecture to sup-

port the development of a believable character AI for the

combat phase of CRPGs. Believable characters contribute

to an overall better player experience [9], [10], and having the

role-playing component not only outside but also during the

combat phase will improve the consistency of NPCs behavior

and of game-play in general. We propose a multi-agent ar-

chitecture, where each agent’s internal behavior is based on

the BDI model [11]. On top of this we will build a new frame-
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work dedicated to the development of a character AI able to

role-play in a believable way. A decentralized system where

each agent is autonomous naturally matches our research

scenario, and the BDI model is one of the best approaches

for developing rational agents in a believable way [12], [13].

We also aim to implement this system so that it can be effec-

tively used in real games, meaning that ease of embedding in

game engines, ease of content production and computational

requirements will also be prioritized. For testing purposes

we also developed a test game, a turn-based tactical RPG,

by means of which we will evaluate the NPC believability

and ability to emulate role-playing. The evaluation will be

based on the gamers’ feedback in predefined battle scenarios,

by comparing a classical AI implementation to ours.

The paper is organized as follows. First we introduce

related works inherent to RPGs, believability, and to the

technologies we will use. Then, in section 3 we analyze role-

playing and how to model it. In section 4 we explain how

we intend to evaluate the system, and finally in section 5 we

draw our general conclusions.

2. Related works

2.1 Role-playing

Classical RPG formats, like tabletop RPG (TRPG) and

live action RPG (LARP), have always been a source of inspi-

ration for creating CRPGs. In [14], the differences between

the two game forms, their respective formats and limitations

are investigated. It can be seen that due to the very different

medium of expression there are strengths and weaknesses in

both of them, and while CRPGs help visualizing the game

by their virtual representation of the world, the same game

engine also poses limits on the freedom of the player and on

the flexibility of the story, and these issues must be solved

through the game AI. In [15] an analysis about the story-

telling process of non-digital RPG is conducted. It is shown

how many components are required prior to being able to

play, especially the need of establishing a fictional contract

between players so that they can immerse themselves in the

game and interact with other characters and the game world.

It is also observed how RPGs can be seen as information

systems, where different entities have different information

needs, rights of access and ways of affecting the informa-

tion flow, and where an information feedback cycle (reac-

tion, processing, decision, action) rules the system. This

helps us define the basis for a role-playing substitute for a

real player.

2.2 Believability

Believability is a very complex notion, and there is no gen-

erally accurate definition of it. Yet, by limiting our domain

to computer games we can delineate its meaning in a way

pertinent to our case. In virtual reality we can find the con-

cepts of immersion and presence. Immersion is objective,

depending on both hardware and software, and is obtained

by substituting real world sensations with virtual ones [16]

(in a video game we can think for example about graphics

and control devices). Presence on the other hand is sub-

jective, the psychological perception of being in the virtual

environment where one is immersed [17], and it is mainly

related to the environment’s content. In RPGs the charac-

ters are the main focus [18], and as a consequence enhanc-

ing their believability greatly affects the presence too [6].

In [7] it is explained how believability does not concern hon-

esty or reliability, and how instead a believable character

is the one that allows the audience’s suspension of disbe-

lief. In other words, a believable character is the one that

gives the illusion of life [19]. For video games there have

been several proposals about the requirements of a believ-

able character [18], [20], [21], [22], also depending on whether

we require them to give the illusion of being alive or to give

the illusion of being controlled by another player [23]. As

we are targeting single-player offline games, the former is

considered together with a set of requirements thought for

achieving believability during the RPGs combat phase.

2.3 Multi-agent systems

Multi-agent systems (MAS) are based on the concept of

agents, and while there is a wide range of definitions [24],

we can describe them as reactive, autonomous, internally-

motivated entities embedded in changing, uncertain worlds

which they perceive and in which they act [25]. Embod-

ied agents are agents manifested in a body, comporting not

only a physical representation (in our case, digital), but also

meaning that their ability to interact with the environment

is limited and must happen by means of their body capa-

bilities. In [26] demonstrates how strongly the adoption of

embodied agents and the presence of emotion influences the

users’ opinion about the agent in a positive way. We can

adopt this concept by letting each game character be the

embodiment of an agent, allowing us to have a more realis-

tic AI model. While there are already several agent-based

frameworks available, for example Mason [27] or JADE [28],

we decided to roll our own implementation for many reasons.

Many frameworks run on Java or other virtual environments

that can’t be embedded in a game, and they are also big and

complex to set up and to use. In our implementation we aim

at building a lightweight and self-contained cross-platform

library that can be easily interfaced with an existing game

engine and that can provide the necessary functionalities

without using too much resources.

2.4 Belief-desire-intention model

The belief-desire-intention (BDI) software model is a

model built on Bratman’s theory of practical reasoning [11],

which is about resolving, through reflection, the question of

what one is to do [29]. Practical reasoning comes from folk

psychology, which is the natural capacity to predict human

behavior, attribute mental states to humans and finally ex-

plain the behavior of humans in terms of their possessing

mental states [30]. The concepts at the core of the BDI

model can be naturally applied when creating human-like

agents, and for this reason it has been the model of choice for
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rational agents. In [9] it is shown how characters which pos-

sess unobservable mental-states like goals or who engage in

social interactions cannot be built with traditional game AI

programming, but how instead the BDI-based approaches

are suitable for this purpose. Although still lacking sev-

eral aspects of human reasoning [31], many BDI-based agent

programming languages and frameworks have been devel-

oped [32], like Jadex [33], Jason [34] or JACK [35]. Looking

at the game industry though, with the notable exception of

Black & White [36], there are no commercial games using

BDI agents. With this in mind, we decided not use preex-

isting frameworks but implement our own BDI model suited

for games’ adoption.

3. Believable combat AI

In many TPRGs like Dungeons & Dragons [37] combat

is clearly separated from the normal gameplay. Before it

starts, players can act freely without a predefined temporal

order, and most of the actions are direct speech (for ex-

ample, a player says ”Guard, open the door please.”), or

descriptions (for example, ”We go back to the tavern”, or

”I stand up and look him in the eyes.”). Once combat trig-

gers though, when can players act, what actions can they

do, what are the results of these actions, all must follow the

combat rules. To accommodate the fact that applying rules

and rolling dices takes time, and to let players think about

what action to execute, the normal time flow is interrupted

and organized into turns. Video games are very similar,

but since they can do all the necessary calculations for the

player, depending on the game genre combat can also be

real-time (action RPGs).

3.1 Requirements

As stated in the introduction, a major difference with

TRPG is that while players can keep on role-playing dur-

ing the fight, the combat AI usually performs very poorly

from that point of view. The first step to solve this prob-

lem is defining the requirements needed to achieve believ-

able characters. As cited in the related works, these have

been outlined in many papers, but they are all about in-

teractive drama, ignoring the specific requirements needed

during the combat phase. Especially in turn-based games,

where combat is very complex and tactical, we think that

the requirements specific to this phase are different and must

be reconsidered.

The combat phase usually involves its own set of possi-

ble actions, like skills, spells, items and so on. Movement is

limited, as are resources like action points or magic points.

Time also is very important in both real-time and turn-based

games, as it impacts the ability to act and speak freely. Be-

ing a tactical phase the complexity too is higher. Combat

may feature complex terrain, a great number of units, many

possible skills, status effects and character parameters. Al-

though outside combat there is a certain degree of freedom,

while fighting all characters must follow strict rules about

what they can do and how they can do it. Finally, a big dif-

ference is danger. Most of the times combat means that the

characters are fighting for their own lives, and this influences

how they behave and their priorities. As there is always the

presence of an enemy, interacting with them requires very

different behaviors from friends and neutral characters. All

these factors put constraints on the characters’ believability,

but at the same time also offer a new way to present believ-

able behaviors to the eyes of the player. While keeping these

differences in mind, the set of requirements for believability

laid out by the Oz group [20] is adopted as starting point.

(R1) Personality One of the most important require-

ments, it is reflected on every action, and if rich enough

makes characters unique. Personality is not about the

general behaviors but is in the details, specific expres-

sions of given character.

(R2) Emotion Believable characters should have emo-

tional reactions, and express them according to their

own personality.

(R3) Self-motivation Characters should not only react

to events, but also have their own internal drives and

desires. They should also be able to pursue multiple

goals in parallel, or in an interleaved way.

(R4) Change As time passes characters have experi-

ences, change and grow.

(R5) Social relationships Believable characters should

be able to interact with other characters, consistently

with the relationship they belong to.

(R6) Resource-bound Characters should have limits

about how much they can think and do.

(R7) Situated Characters must appear to be situated in

an environment, and dynamically act in response to the

unfolding situation.

(R8) Individuality A character is an independent en-

tity, with its own private knowledge and way of think-

ing.

4. System

Units in a RPG can be naturally thought of as part of

a multi-agent system, where the environment is the current

game map. They all need to have their own mental state,

knowledge and goals, while keeping the interactions with the

world and the other units limited to their local physical in-

terfaces (no blackboard systems, which are an abstraction

and can also be considered cheating by the player). The

individual agent mental model is implemented following the

BDI model, as it allows us to represent such internal states

in a natural way.

4.1 Components

4.1.1 Beliefs

Beliefs represent the character’s knowledge, but are called

this way because are not guaranteed to be true or consistent.

They can change through time, but can also be saved and

restored, working as the character’s long term memory. The

belief-base is where all the beliefs of the agent are stored,

and contrary to many BDI implementations there is no logic
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programming involved. While this does not allow inference

of new information or belief revision, it allows for grater

freedom about what can be stored (arbitrary data) and its

memory representation.

Beliefs can be of three types: internal, external and dy-

namic. Internal beliefs are information only present inside

the AI. External beliefs point to data located outside, typ-

ically in the game engine. Dynamic beliefs are evaluated

when accessed and are implemented as functions (they can

be useful to obtain data continuously changing). All belief

modifications raise events that can be intercepted by one or

more components interested in them (like waiting for a be-

lief to assume a certain value). Albeit very simple, beliefs

implemented this give a lot of flexibility, and can be ex-

tended to support more complex algorithms like prolog-like

unification.

4.1.2 Goals

A goal is a desired state which the agent is trying to

achieve. The goal-base is where the goal schemas are stored,

indexed by name. We can then instance new goals by just

passing the desired name and eventually the parameters to

be bound. For example to create the goal to be in a certain

place we send ”be in location” and a vector containing the

coordinates as a parameter. Goals can have dynamic condi-

tions to check if they succeeded or failed, and can also react

to events. This allows them to be customized and implement

specialized types of goals, for example:

Achieve The classical goal. Can be implemented by

adding a success condition to be checked. If the retry

flag is on different plans can be also tried in case of fail-

ure. Initial conditions and context conditions check the

validity of the goal.

Perform The simplest type of goal, succeeds when the

plan assigned to it in turn succeeds.

Maintain This not only seeks to achieve a desired state,

but also its retention.

Query This is a special type of achieve goal that aims at

obtaining information. The success condition checks if

we have this information in the belief base.

4.1.3 Plans

A plan is a course of action designed to achieve a certain

goal, and is the building block of agent behavior. It contains

a specification about which goals it can accomplish, and like

goals can have additional conditions (success, failure, con-

text). The plan body can be arbitrary code, has access to

the agent interface and is executed in an interleaved fashion

by making use of a yield function which suspends the ex-

ecution until the next cycle. This can be used also to put

the plan in an idle state while waiting for an event to oc-

cur or a sub-goal to be achieved. Similarly to the goal-base,

the plan-base holds the plan schemas for the agent to be

instanced.

While normally plans are instanced only when selected to

achieve a goal, they can also have creation options which

consent them to be activated in a reactive manner, in re-

sponse to particular events.

Fig. 1 Stepping into an intention.

4.1.4 Intentions

Intentions represent actively pursued goals, and multiple

intentions can be executed in parallel or in an interleaved

way. An intention is implemented as a stack where goals and

plans are pushed one on top of the other. When an intention

is executed, the top element is updated consequently:

Goal If the goal is new then must be managed by finding

an appropriate plan, instancing it and pushing it on top

of the stack. If it is not new then it means that the rela-

tive plan has finished, and in case of success and we can

pop the goal and resume the plan below. Conversely

if the plan had failed then the goal fails too, with the

exception of goals with the retry flag enabled which can

try different plans before giving up.

Plan The next step of the plan body is executed. If wait-

ing for a sub-goal to complete it can check the success

status and the attached return data. The plan can han-

dle eventual failures in its body, or fail in turn. If it was

the last step, the plan is popped, while success status

and returned data are passed to the parent goal.

Intentions continuously monitors all plans and goals con-

text conditions (from bottom to top) to assure their validity,

and in case of success or failure of an intermediate element

of the stack pops everything above it since it is not needed

anymore.

4.1.5 Devices

Devices handle all input and output with the environment.

An agent can have many devices, each with their sensors and

actuators.

Sensor When something happens in the game world, an

event is sent to the agent, but it is not directly accessi-

ble. Instead, the agent sensors can try to intercept the

external event (for example, a sensor to hear noises can

detect only sound events within its range), and if case

of success dispatch the relative internal event wrapping

the elaborated data.

Actuator Actuators are the only means of the agent to

interact with the environment. The plan that sends the

action request can wait for the relative completion event

(synchronous) or continue its execution (asynchronous).

A third option is to do an asynchronous call and push

a plan on a separate intention to handle the results.
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4.2 BDI interpreter

During the game when the turn of a character begins his

associated agent is updated, repeating its step function until

he has no more thinking to do for that turn. On each iter-

ation events accumulated in the event queue are processed,

then an intention is selected and executed. All other com-

putations are triggered by events:

System events Events generated by the AI or by the

game engine itself (for example, ”begin turn”).

External events These are the events generated by the

agent sensors when they transpose events coming from

the environment.

Internal events Events generated by belief updates,

goal/plan state changes and events relative to the de-

vices.

Another crucial component of the BDI interpreter are the

selection functions. These are used by the BDI interpreter

to control the flow of execution, and can also be overridden

to have even more variety of behaviors. The functions in

question are:

Select event Selects the next event in the event queue to

process.

Schedule Selects the next intention to execute.

Process goal When given a goal the agent must find a

way to achieve it. To do so, first filters out all plans

that are not applicable (achieve a different goal, already

failed, false initial condition), then this function selects

a plan to use. The function can also be customized to

use parameters like goal priority. If present, a special

type of plan called metaplan can help the choice of the

best plan.

Having both the classical BDI flow and reactive triggers

for plans and goals allows to have great flexibility and the

ability to cover many corner cases that may present when

developing a concrete game AI.

4.3 BDI and believability

The BDI model allows us to cover many of the believ-

ability requirements through its main components. Beliefs

store data about the character itself, the other characters

and the environment, and each agent has its own belief set

(R8). Information is not only related to the current fight,

but also includes events and experiences from outside the

combat phase. This allows the agent to change and learn,

adapting its behavior as time passes (R4). Goals promote

pro-activeness and long term objectives (R3). Their pri-

ority can be influenced by relationships and emotions (R2,

R5). Plans are probably the most influential component of

our system. The set of plans known by an agent (R8) can

depend on the character parameters (race, class, level), on

its personal history (past battle experience, quests) and not

only shape its combat tactics (R7) but also its personality

(R1). The set is dynamic, as new plans can be learned from

battle experience or for example by gaining new levels (R4).

When there are multiple plans to achieve the same goal a

meta plan is used if available (a plan to select a plan), and

Fig. 2 Test game

this can be exploited to express a peculiar way of thinking

(R1, R2). Sensing and acting is done through sensors and

actuators, which are the only interface of the agent to the

physical environment (R7). These have limitations, for ex-

ample a sensor could perceive events only within a specific

range and not further (R6). If available, communication

sensors and actuators, paired with a communication proto-

col specified by plans, can be used to let the agents exchange

data. This can allow additional behaviors, for example con-

versing during combat (R5), and by exchanging goals and

plans agents can coordinate themselves by giving and re-

ceiving orders and requests (R5). Lastly, intentions allows

the parallel or interleaved execution of plans, allowing the

agent to do multiple things at the same time (R3), and the

dynamic stack of subgoals and subplans allows the agent to

behave correctly in the present situation.

5. Evaluation

5.1 Game

To evaluate the system we will use a turn-based role-

playing game (SRPG). Since most of these games are not

open-source, a sample game will be developed for testing

purposes. The map consists of an isometric grid (Fig.2) of

square tiles where characters move on (discrete coordinates).

Time is organized in battle turns where each character acts

in a predefined order (usually from faster to slower). Since

characters can only act during their turn, the AI will be ex-

ecuted one instance at a time, storing any event happening

during the game in the event list for later processing.

5.2 Survey

Evaluating character believability is not easy to do, as it

is part of the player experience. In [38] different strategies to

assessing believability are described. Subjective assessment

is done by asking the player about their experience directly.

This can be done by means of a survey, but when to ask (at

the end or during the game), how to ask (boolean answer

choice, ranking, comparing two or more versions), and limi-

tations like experimental noise or memory limitations must
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be considered to efficiently gather data.

We plan to test character believability by providing multi-

ple pre-made battle scenarios. Each of them recreates some

of the most common situations that may arise in these game

genre, and is also associated to the believability require-

ments (R1-R8) which are most relevant in that specific case.

Some sample scenarios are:

• In the first phase a character faces an enemy without

having any prior knowledge about him. In the second

phase, the same character faces the same enemy again.

Comparing the behavior with and without knowledge

allows to evaluate requirements R4 and R7.

• During two phases, two different characters (different

personality, personal goals, experience, relationships)

that have identical parameters (class, level, equipment)

are presented with the same battle situation. See-

ing how the behavior is not only dependent on battle-

related parameters allows us to evaluate requirements

R1, R2, R5, R8.

• A group of characters cooperates to defeat an enemy.

Information sharing (beliefs, plans), orders and requests

(goals) have place through verbal communication visible

to the player. This is related to requirements R3-R7.

The player will have to answer to a set of questions re-

garding character behavior for each scenario, where each

question is directly related to a believability requirement.

6. Conclusions

In this paper we proposed an AI architecture for support-

ing believability during the combat phase in RPGs. A be-

lievable AI can offer an improved game experience, and be of

great relevance especially for the next generation of games.

We plan on improving our definition and implementation

of believability, while conducting thorough tests about its

influence on the player.
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